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Abstract 
 
 

With the ever-increasing availability of high-performance computing facilities, numerical 
simulation by way of Computational Fluid Dynamics (CFD) is increasingly used to predict air 
flow pattern and air distribution in buildings, it is now becoming an important design tool to 
investigate ventilation system performance, diagnose system problems and improve system 
designs. In this study, three kinds of 3D ventilation problems have been considered: (a) 
isothermal ventilation in simple rooms, (b) ventilation with coupled heat or mass transfer and (c) 
ventilation with simultaneous heat and mass transfer in an environmental test chamber with 
complicated internal configuration. They have been investigated numerically by using several 
turbulence models. The focus is to validate the turbulence models and modeling methods for their 
capability of simulating such ventilation flows with available experimental data and to evaluate 
their performances for the correct prediction of the above general ventilation problems often 
encountered in practice, especially ventilation flow in rooms with complicated internal 
configuration (humans, furniture, etc.) and passive or active sources (internal heat sources, CO2 
and other contaminant sources, etc.). The long-term objective is to evaluate the possibility of 
using CFD to investigate the ventilation flows and the associated heat and mass transfer processes 
inside a spacecraft cabin under microgravity. It is found that among the turbulence models tested, 
the two-equation SST k-ω model yields the best overall prediction for a wide range of ventilation 
flows, especially for the ventilation flows with complicated flow features such as impingement, 
recirculation and separation and with simultaneous heat and mass transfer. A preliminary study of 
a ventilation flow in an environmental test chamber with coupled heat and mass transfer and with 
complicated internal configuration (human simulators, computers, tables, lamps etc.) under 
normal-g and zero-g conditions shows that the microgravity environment has very strong 
influence on the air flow pattern and temperature and contaminant distributions inside the room, it 
demonstrates also that numerical simulation is capable of diagnosing possible environmental 
problems such as the occurrence of over-heating and over-pollution areas due to poor ventilation 
inside a spacecraft cabin and at the same time providing useful information for the optimization 
of the airflow design. Further studies are planned to also account for radiative heat transfer in the 
CFD predictions to more realistically represent the heat transfer process especially in a 
microgravity environment.  
 
The study showed that the validation of turbulence models and near-wall treatment methods is 
very important for obtaining reliable prediction results of ventilation flows. 
 
Key words: ventilation, numerical simulation, CFD, turbulence modeling, heat transfer, mass 
transfer, contaminant distribution, microgravity, spacecraft. 
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Résumé 
 

Avec la disponibilité toujours croissante d'équipements de calcul très performants, la simulation 
numérique CFD est de plus en plus employée pour prévoir les modèles d’écoulements de 
ventilation et la distribution d’air dans les bâtiments. La CFD devient maintenant un outil de 
conception important pour examiner la performance de systèmes de ventilation, diagnostiquer des 
problèmes et améliorer les conceptions de systèmes. Dans la présente étude, trois sortes de 
problèmes de ventilation tri-dimensionnels ont été considérées: (a) ventilation isotherme dans des 
pièces simples, (b) ventilation et couplage avec le transfert de chaleur ou de masse, et (c) 
ventilation et couplage simultané avec les transferts de chaleur et de masse dans une salle de test 
d'environnement ayant une configuration interne compliquée. Ces problèmes ont été étudiés 
numériquement en employant plusieurs modèles de turbulence. L’un des buts est de valider les 
modèles de turbulence et les méthodes de modélisation pour leur capacité à simuler de tels 
écoulements de ventilation avec des données expérimentales disponibles, et d’évaluer la fiabilité 
de ces modèles pour la prédiction correcte des problèmes de ventilation généraux souvent 
rencontrés en pratique, c'est-à-dire, la prédiction d’écoulements de ventilation dans des pièces 
ayant une configuration interne compliquée (avec des personnes, des meubles, etc.) et comportant 
des sources passives ou actives (sources de chaleur internes, sources de CO2 et de polluants, etc.). 
L'objectif à long terme est d'évaluer la possibilité d'employer efficacement la CFD pour prédire 
les écoulements de ventilation, les transferts de chaleur associés, ainsi que les processus de 
transfert de masse à l'intérieur d'une cabine d’un vaisseau spatial dans les conditions d’apesanteur. 
Un grand nombre de modèles ont été testés au préalable dans les conditions terrestres par 
comparaison avec les résultats expérimentaux disponibles dans la littérature, notamment ceux 
produits lors du vaste projet de recherche international réalisé sous l’égide de l’Agence 
Internationale de l’Energie (Annex 20: "Air Flow Patterns within Buildings"). Parmi les 
modèles de turbulence testés, on a trouvé que c’est le modèle SST k-ω qui peut apporter la 
meilleure prédiction complète pour un grand choix d’écoulements de ventilation, particulièrement 
pour les écoulements de ventilation avec des particularités compliquées comme l'impact (sur les 
parois) de jets ou de panaches thermiques, la recirculation et la séparation, et avec transfert 
couplé de chaleur et de masse. Une étude préliminaire d'un écoulement de ventilation dans un 
habitacle de test d'environnement avec transfert de chaleur et masse, et avec une configuration 
interne complexe comportant des simulateurs humains, des ordinateurs, des tables, des lampes, a 
été réalisée dans des conditions de gravité normale et de gravité nulle (g=0). Elle montre que 
l'environnement de microgravité a une influence très importante sur l’écoulement de l’air et sur la 
distribution de température et de polluant à l'intérieur de l’habitacle. L’étude montre que les 
modèles de turbulence et la simulation numérique, avec maillage très fin, permettent de 
diagnostiquer de possibles problèmes environnementaux à l'intérieur d'une cabine spatiale, 
comme l’existence de zones surchauffées ou sur-polluées résultant d’une mauvaise ventilation, et 
fournissent les informations utiles pour corriger ces défauts et optimiser le système de ventilation. 
Des études complémentaires sont prévues ultérieurement pour prendre en compte également le 
transfert de chaleur radiatif dans les prédictions CFD pour représenter avec plus de réalisme les 
processus de transfert de chaleur particulièrement dans un environnement de microgravité.  
 
L'étude a montré que la validation de modèles de turbulence et des méthodes de traitement de 
proche paroi est très importante pour l'obtention des résultats de prédiction fiables d’écoulements 
de ventilation. 
 
_____________ 
Mots clefs : ventilation, simulation numérique, CFD, modélisation de turbulence, transfert de 
chaleur, transfert de masse, polluant, microgravité, cabine spatiale. 
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Introduction 

 

 
Motivation and outline of the thesis. 

 
 
The present work is motivated by the problem of ventilation and its influence on the distribution of oxygen, 
carbon dioxide and temperature etc. inside a manned spacecraft cabin. In space, because of the 
microgravity environment, the natural convection due to the buoyancy of warm or cold air in a gravity field 
is eliminated or greatly reduced, many heat and mass transfer processes such as the mixing of the 
atmosphere constituents (O2, N2, CO2, water vapour etc.) and the cooling of electric equipment etc. by 
natural convection which happen naturally on Earth must be accomplished by forced convection 
(ventilation), therefore an appropriate ventilation system is very important because forced ventilation is the 
primary means to promote the well mixing of atmosphere constituents and to remove the excessive heat 
produced by onboard equipment and the crew ― both of the processes are very important to assure a 
comfortable thermal condition and a good air quality inside the cabin for the well-being of the crew and to 
promote their productivity. 
 
The environmental condition inside a manned spacecraft cabin is maintained by the Environmental Control 
and Life Support System (ECLSS)  which is a very complicated system consisting of many subsystems 
such as atmosphere control and supply (ACS) subsystem, temperature and humidity control (THC) 
subsystem, air revitalization (AR) subsystem etc. Its environmental control part is responsible for the 
control of the cabin total pressure, cabin air temperature and humidity, cabin ventilation, and also for the 
control of the concentrations of oxygen, carbon dioxide, and many other trace contaminants emitted by the 
crew and by various onboard equipment and construction materials. The main task of the cabin ventilation 
system is to distribute the freshly supplied oxygen to the cabin, to dissipate the heat produced by the 
onboard electric equipment and to diffuse the carbon dioxide exhaled by the crew to the cabin air by forced 
convection. The aim is to maintain a uniform distribution of oxygen, carbon dioxide, humidity and 
temperature in the cabin air to provide comfortable and productive living conditions for the crew. For this 
purpose, air ventilation and circulation has to be carefully optimized to allow the maximum mixing of 
oxygen with cabin air, efficient removal of carbon dioxide and other trace contaminants and for heat and 
humidity control. Unfortunately it is almost impossible to optimize the ventilation system design by means 
of experiments conducted on Earth because the influence of natural convection cannot be eliminated which 
may be responsible for an important part of the heat and mass transferred in the experiments. It is thus 
decided to investigate this problem with the help of Computational Fluid Dynamics (CFD) which, due to 
the ever-increasing availability of high-performance computation facilities and the rapid development of 
numerical techniques, is now increasingly employed to investigate building ventilation problems and has 
become one of the most generally used methods to study air flow pattern and air distribution in buildings.  
 
Due to the presence of turbulence in ventilation flows and uncertainties in turbulence modelling and in 
specifying appropriate boundary conditions for air supply diffusers, ventilation fans, internal heat and mass 
sources etc., the numerical models and modelling methods used in CFD simulations must be validated 
against experimental data before they can be trusted to use for practical purposes, which is an important 
and necessary step of the simulation process.  
 
In order to validate modelling and simulation methods for such airflow problems, it is necessary to compare 
simulation results with experimental data from carefully designed and well instrumented experiments. Up 
to now, such experiment data are only available for ground-based systems in open literature, and they are 
mainly for the room airflow problems in buildings. It was thus decided to limit the objectives of the present 
thesis to study some basic ventilation problems and the associated heat and mass transfer processes, which 
allow us to investigate separately the main classes of environmental problems encountered in a spacecraft 
cabin. Namely, we consider the following problems: 
 • ventilation under isothermal and homogeneous condition; 
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• ventilation with internal mass sources (heterogeneous, isothermal) or heat sources 
(homogeneous, non-isothermal); • ventilation with internal heat and mass sources (heterogeneous and non-isothermal). 

 
The last two problems involve a strong coupling between natural and forced convections. In fact the forced 
convection (ventilation) in an indoor environment or in a spacecraft cabin cannot be too strong due to the 
consideration of thermal comfort and energy saving, thus the airflow in such an environment is often of the 
character of turbulent mixed convection which is at present still a very challenging problem to solve by 
numerical simulations, and in some sense the problem is more difficult to solve for ground-based condition 
than for microgravity condition because in the latter case the influence of gravity and thus the influence of 
natural convection is greatly reduced. Once the solution method is validated for ground-based condition, 
we can expect that it can be safely used for microgravity condition.  
 
The perspective of this study is: through such a study, we should eventually be able to answer the following 
important questions: 
 • For a given ventilation configuration, what will be the air flow pattern and air distribution in the 

cabin? • For a desired air flow pattern, how and where the air supply diffusers and return openings should 
be placed and how many of them should be used? • How well the ventilation experiments conducted on Earth represent the real cases in space? 

 
The thesis’ manuscript is organized as follows: 
 
A brief introduction to the basic concepts of Environmental Control and Life Support System (ECLSS) and 
its functions is first given in Chapter 1 which is the background of the present study. 
 
A general review on ventilation methods and their numerical simulations is presented in Chapter 2. The 
main issues and problems related to the modeling and simulation of ventilation flows are highlighted and 
analyzed. 
 
The basic concepts of turbulence modeling and some commonly used turbulence models are introduced in 
Chapter 3. Some turbulence modeling problems pertaining to ventilation flow simulation are highlighted. 
 
Chapter 4 presents the results of validation studies on isothermal 2D/3D ventilation flow simulation: 
validation of simulations on a 2D baseline test case (IEA Annex 20 benchmark Test Case 2D), ventilation 
in a 3D partitioned room featuring jet impingement, strong recirculation and flow separation and 3D 
ventilation with complicated boundary conditions  (IEA Annex 20 Test Case B). 
 
Validation studies on 3D ventilation flow with heat or mass transfer are presented in Chapter 5. Two test 
cases were considered: IEA Annex 20 Test Case E (Mixed convection, summer cooling) and IEA Annex 20 
Test Case F (Forced convection, isothermal with contaminants).  
 
Chapter 6 presents the results of validation studies on two test cases with complicated flow configuration 
and simultaneous heat and mass transfer: displacement ventilation (buoyancy-driven) in a complicated 3D 
room (PCs, human simulators, cabinets and lamps) with pollutant transport (SF6) and forced ventilation 
with ceiling slot diffuser under the same configuration. For the latter case which is similar to the ventilation 
system in a spacecraft cabin (forced convection), simulations were carried out under normal g and zero g 
conditions. The results are compared in terms of velocity, temperature, SF6 distribution and also thermal 
comfort to show the differences of heat and mass transfer processes under these two conditions and their 
influences on the thermal comfort. 
 
Finally the general conclusions and the perspective for future study are presented in Chapter 7. 
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Chapter 1 

 

Introduction to Environmental Control and Life Support System  

 
In this chapter, a brief introduction is given to the basic concepts of Environmental Control and Life 

Support System (ECLSS) and its functions which is the background of the present study. 

 

 
1.1 ECLS functions 
 

The Environmental Control and Life Support (ECLS) System is a vital part of a manned spacecraft; it 
provides a habitat in which the crew can live and work in a safe and habitable environment. Generally an 
ECLS system is responsible for the following functions (NASA 2002): 
 • Provides oxygen and food for metabolic consumption; • Provides potable water for consumption, food preparation, and hygiene uses; • Removes carbon dioxide from the cabin air; • Filters particulates and microorganisms from the cabin air; • Removes volatile organic trace gases from the cabin air; • Monitors and controls cabin air partial pressures of nitrogen, oxygen, carbon dioxide, 

methane, hydrogen and water vapor; • Maintains cabin temperature and humidity levels; • Maintains total cabin pressure; • Distributes cabin air between connected modules. 
 

1.1.1 ECLS subsystems and interfaces 

There are many different approaches to perform the above ECLS functions. The choice depends on many 
factors such as mission requirements, cost and safety considerations and man-machine interactions etc. In 
general, an ECLS system consists of the following subsystems (Wieland 1994): 
 • Atmosphere revitalization (AR) 

 
o CO2 removal/reduction 
o O2 supply/regeneration 
o Trace contaminant monitoring and control 
o Microorganism control 

   • Atmosphere control and supply (ACS) 
 

o Monitoring major constituents 
o Atmosphere constituents (N2, O2) storage 
o Atmosphere components control 
o Total pressure control 

 • Temperature and humidity control (THC) 
 

o Temperature control 
o Humidity control 
o Ventilation 
o Equipment cooling 

 • Water recovery and management (WRM) 
 

o Water storage and distribution 
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o Water recovery 
o Water quality monitoring 

 • Waste management (WM) 
 

o Metabolic waste  (urine, feces etc.) management 
o Liquid wastes management 
o Other solid wastes management 

 • Fire detection and suppression (FDS) 
 

o Detection of incipient fire 
o Suppression of fires 
o Clean up after fires (smoke, debris, etc.) 

 • Other  
 

o Food storage and preparation 
o Thermally conditioned storage 
o Personal hygiene 

 
 
As an example, Fig. 1.1 gives a functional overview of the planned ECLS system for the International 
Space Station (ISS). 
 
 

 
 
 

Fig.1.1 Overview of the ISS ECLSS functions (Jorgensen 2000) 
 
The ECLS subsystems have complicated interactions. A simplified schematic of the interfaces between 
these subsystems for the ISS ECLSS is shown in Fig. 1.2. 
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PCA: Pressure Control Assembly   IMV: Inter-Module Ventilation 

 

Fig. 1.2 ECLSS subsystem interfaces (Wieland 1998) 
 
 

1.2 General environmental control requirements 
 
Among the above subsystems, the atmosphere control and supply (ACS) subsystem and the air temperature 
and humidity control (THC) subsystem are responsible for maintaining a healthy environmental condition 
i.e. appropriate atmosphere composition (O2, N2, CO2 etc.) and total pressure, appropriate air temperature 
and humidity etc. inside the cabin, thus they are often referred to as Environmental Control System (ECS). 
The ECS requirements may differ for different missions. For the International Space Station, the general 
ECS requirements are shown in Table 1.1. Because ECS is an indispensable part for sustaining life in space, 
often an environmental control and life support system is simply referred to as a Life Support System (LSS).   
 

Table 1.1 General ECS requirements for the International Space Station (Wieland 1998) 
 

Parameter 
US ECS Requirements 

Range 

Russian ECS Requirements 

Range 

Total pressure (kPa) 97.9 ~ 102.7 79.9 ~ 114.4 
CO2 partial pressure (kPa) 0.705 ~ 1.011 0.707 ~ 1.013 
O2 partial pressure (kPa) 19.5 ~ 23.1 19.5 ~ 23.1 
N2 partial pressure (kPa) < 80kPa < 80kPa 

Atmosphere temperature (°C) 17.8 ~ 26.7 18 ~ 28 
Relative humidity (%) 25 ~ 70 30 ~ 70 

Dew point (°C) 4.4 ~15.6 4.4  ~ 15.6 
Intramodule ventilation (m/s) 0.051 ~ 0.2 0.05 ~ 0.2 
Intermodule ventilation (L/s) 66 ± 2.4 60 ~ 70 
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In an actual flight system, an ECLS system may contain all or only part of the above subsystems, which is 
determined by the mission requirements. There are complicated energy and mass flows inside/through the 
ECLS system. The energy (heat) flow is mainly from the onboard equipment and the crew to the THC 
subsystem, and then the excessive heat is rejected into space by radiating through space radiator or by 
evaporating a liquid through evaporating heat exchanger. The mass flow is mainly from the ACS, AR, and 
WRM subsystems to the crew and then to the WM subsystem. Fig. 1.3 shows the daily mass flows which 
should be managed by the ECLS system for an average sized person under moderate activity in space.  
 
 

 

 
 

Fig. 1.3 Human needs and effluents mass balance (per person per day) (Wieland 1994) 
 
 

The above values are based on an average metabolic rate of 136.7 W/person and a respiration quotient of 
0.87. The values will be higher when activity levels are greater and for larger than average people. The 
respiration quotient is the molar ratio of CO2 generated to O2 consumed. 
 
 
1.3 “Open-loop” vs. “closed-loop” ECLSS 

 
 A life support system can be described as “open-loop” or “closed-loop”, depending on the flow of material 
resources through, or within, the system. Open-loop life support systems provide all required resources, 
such as water, oxygen, and food, from storage or resupply, and store waste materials for disposal or return 
to earth. In an open-loop system, the resources required increase proportionally as mission duration and 
crew size increase. Closed-loop life systems require an initial supply of resources but then process waste 
products, such as carbon dioxide, urine, and waste water, to recover useful resources, such as oxygen or 
water for reuse, thus reduce dependence on resupply. Both open-loop and closed-loop systems require 
energy from outside the system. The ultimate combination of technologies will be chosen based on results 
of system trade-offs to determine the optimal degree of closure, which is defined as the percentage of the 
total required resources provided by recycling, i.e., zero percent closure indicates that no resources are 
provided by recycling, and 100 percent implies that all resources are provided by recycling. (Wieland 1994) 
 
Almost all of the ECLS systems onboard a manned spacecraft so far, except for the permanent spacecrafts 
like the Russian MIR station and ISS, were open-loop, i.e., no material was recovered or recycled.  On the 
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Mir station, since 1989, the oxygen has been recovered by electrolyzing recovered waste water into O2 and 
H2; this has greatly decreased the resupply needs for oxygen and made it possible for a longer duration stay 
in space. The by-product H2 from the electrolyzing process was vented into space. The ISS ECLSS has 
been planned to be a partially closed-loop system: the first step is to close the loop for the oxygen supply, 
which will be accomplished by electrolyzing the recovered water as has been done on the Mir station. The 
resulted H2 will be vented into space at the beginning and eventually it will be used for the reduction of 
CO2 by the Sabatier reaction (Wieland 1998): 
 

CO2+ 4H2 → 2H2O + CH4 

 
The H2O obtained from CO2 reduction will be used as potable water or reused for producing O2, thus 
further close the loop for oxygen supply.  Also, the water loop will be eventually closed by processing the 
waste water into potable and hygiene water. The schematic of the planned ISS ECLS functions are shown 
in Fig. 1.4 to Fig. 1.9. 
 
 
 

 
 
 
 

Fig. 1.4 Schematic of Air Revitalization (AR) on the ISS (Wieland 1994) 
 
 
 

 
 

 
Fig. 1.5 Schematic of Atmosphere Control and Supply (ACS) on the ISS (Wieland 1994) 

 
 



 8

 
 

Fig. 1.6 Schematic of Air Temperature and Humidity Control (ATHS) on the ISS (Wieland 1994) 
 
 
 

 
 
 

Fig. 1.7 Schematic of Water Recovery and Management (WRM) on the ISS (Wieland 1994) 
 
 

 
 
 

Fig. 1.8 Schematic of Waste Management (WM) on the ISS (Wieland 1994) 
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Fig. 1.9 Schematic of Fire Detection and Suppression (FDS) on the ISS (Jorgensen 2000) 
 

 
1.4 Hierarchy of ECLS systems 
 
There can be three levels of ECLSS: 
 • ECLSS depending on expendables 

Most of the ECLS systems used so far are at this level, i.e., all the required materials are brought 
from earth at launch or resupplied by resupply vehicles, and no waste is recycled or recovered, 
thus they are completely open-loop. 
 • Regenerative ECLSS (physical-chemical regenerative life support system) 
In a regenerative ECLSS, part of the required materials such as water, oxygen is recovered from 
wastes by physical-chemical processes. The loops for these materials can be partially closed or 
completely closed depending on the mission requirements and technological maturity. The ECLS 
system on the Mir station has been the first regenerative ECLSS in flight, in which the oxygen has 
been recovered from waste water since 1989. The ECLS system on the ISS is the second 
regenerative ECLSS in flight in which the loop for oxygen will be first closed by recovering it 
from the waste water and then the loop for water will be eventually closed by adding the CO2 
reduction assembly, thus reach the maximum closure (water and oxygen) at this level. A 
simplified schematic of the regenerative ECLSS is shown in Fig. 1.10. 
 • Controlled Ecological Life Support System (CELSS) or Biological (Bioregenerative) Life Support 
System (BLSS). 
As the mission duration becomes longer such as a mission to the Mars or the permanent stay on 
Lunar Bases, the cost for resupplying food and other necessary materials will become 
prohibitively high or resupply is simply impossible, it is necessary to recycle food, water, oxygen 
and carbon dioxide etc. by chained biological processes similar to those happening in Earth’s 
biosphere—that’s the aim of the Controlled Ecological Life Support System (CELSS) or 
Biological (Bioregenerative) Life Support System (BLSS). In a CELSS, photosynthetic organisms 
such as plants or algae are used to produce food, oxygen and potable water, and to remove carbon 
dioxide exhaled by the crew through photosynthesis process. Physical subsystems are required to 
support these biological processes, including a temperature and humidity control subsystem, a 
food processing subsystem to convert biomass (plants or algae) into edible food and a waste 
processing  subsystem to convert waste products including waste water, into useful resources. Fig. 
1.11 shows the basic elements of a CELSS.  
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The common feature for all the three levels of ECLS system is that an Environmental Control Systems 
(ECS), i.e., an atmosphere control and supply (ACS) subsystem and an air temperature and humidity 
control (TCH) subsystem, is indispensable. An ACS subsystem is necessary for the makeup of N2 due to 
leakage to maintain the total cabin pressure; a TCH subsystem is indispensable for maintaining an optimum 
temperature and humidity level for both the human comfort and the plant growth, and for the mixing of 
atmosphere constituents (O2, N2, water vapor etc.) and equipment cooling by forced ventilation.  
 

 
 
 

Fig. 1.10 Schematic of Regenerative Environmental Control and Life Support System (NASA 2002) 

 
 
 

Fig. 1.11 Basic elements of a Controlled Ecological Life Support System (CELSS) (Wieland 1994) 
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1.5 Significance of forced ventilation in space 

 
Forced ventilation is essential in order to ensure good mixing and circulation of the atmosphere constituents 
for adequate removal of CO2, water, and trace contaminants and to provide sufficient O2 for metabolic 
requirements.  Ventilation is also the primary method of removing heat. The cooling of payloads is a 
special thermal control problem due to the need for forced convection.  The natural convection of air on 
Earth due to the buoyancy of warm air in a gravity field is eliminated or reduced in space where 
microgravity (low earth orbit or transfer missions) or reduced gravity (Lunar and Martian missions) 
environments are encountered.  The heat generated by electrical equipments must be removed and one of 
two methods is generally used to do this: forced convection or “cold plates”. Forced convection of the 
atmosphere over or through the equipment is an effective way to remove excess heat, provided the flow 
rates and temperatures are appropriate.  For situations where forced convection may not be suitable or not 
enough, heat can be removed by conduction to liquid- or atmosphere-cooled cold plates to which the 
equipment is fastened.  After the heat is removed from the equipment it must then be removed from the 
cooling fluid.  For forced convection the heat must be removed by the Temperature and Humidity Control 
Subsystem (THCS), typically by a liquid-atmosphere heat exchanger.  For liquid cooled cold plates (and for 
the liquid coolant in the THCS) the heat must then be removed by radiating it to space or conducting it to 
the external environment on the Moon, Mars, etc. (Wieland 1994) 

 
Ventilation flow rates in the cabin are determined by medical requirements to avoid stagnant regions where 
the O2 level may get too low or the CO2 level too high, and by the requirements for heat rejection to 
accommodate the expected amount of waste heat generated by people, animals, equipment, and 
experiments.  Another factor in selecting the ventilation rate is the total pressure.  Lower total pressures 
require higher ventilation rates for the same amount of cooling capacity (Wieland 1994). 
 
The air flow patterns inside the cabin are a function of the diffuser characteristics and location. Appropriate 
ventilation, especially in a microgravity environment, is essential to assure that no stagnant regions exist 
which could lead to the buildup of carbon dioxide, particulate, and trace contaminant levels in the habitat. 
To avoid the risk of draft, the maximum allowable air flow velocity inside the cabins is 0.2 m/s for the ISS. 
The air distribution system must be designed to ensure adequate flow across habitable volumes (“modules”) 
and the diffusers and return ducts must be positioned to avoid “short circuiting” of the flows (Wieland 
1994). 
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Chapter 2   

 

CFD Simulation of Ventilation Flows – A Review 

 
 

In this chapter a general review on the ventilation methods and their numerical simulations is given. 

The main issues and problems related to the modeling and simulation of ventilation flows are 

highlighted and analyzed. 

 
 
Ventilation is a process of introducing fresh air into a space of interest to dilute contamination and to 
remove excess heating or cooling loads. For building ventilation, the fresh air comes from outdoor or from 
HVAC (heating, ventilation and air conditioning) systems. In a manned spacecraft, the fresh air comes 
from Air Revitalization (AR) Subsystem (CO2 and trace contaminants removal), Temperature and 
Humidity Control (THC) Subsystem (heat and water vapor removal) and Atmosphere Control and Supply 
(ACS) Subsystem (O2 supply) as shown in Fig. 2.1. In space, because of the absence of natural convection, 
ventilation is also the primary means to remove the heat produced by onboard equipment and the crew and 
to promote the well mixing of the atmosphere constituents (O2, N2, CO2, etc.) inside the cabin. 
 
 

           
 

Fig. 2.1 Schematic of the cabin ventilation system of a manned spacecraft (NASA 1998) 
 
 

In general, the objective of ventilation is to provide a habitat with good air quality and thermal condition 
that are more suitable for people and processes than what naturally occurs in an unventilated space with 
lowest possible energy consumption. Therefore, the value of ventilation lies in how well these basic needs 
are fulfilled. A good ventilation system can thus be defined as the one which can provide a habitat with 
healthy indoor air quality and comfortable indoor thermal condition with as low as possible energy 
consumption (Peng 1998).  
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2.1 Ventilation methods 

 
 
There are several different methods for building ventilation. According to the approach of withdrawing air 
from a space, ventilation systems can be classified in two types: local ventilation and general ventilation. 
The former, which is widely used in industrial ventilation, exhausts air and contaminants from a limited 
region where pollution sources are located. Some local equipment such as a laboratory fume hood, glove 
box and canopy hood, etc. are often used. With the latter type, the air is extracted from the entire space and 
replaced with the make-up fresh air.  

 
According to the approach of supplying air to a space, general ventilation can be further classified into 
natural ventilation, mixing ventilation, displacement ventilation and plug-flow ventilation. Natural 
ventilation does not rely on any mechanical system. Instead, room air motion is created by indoor and 
outdoor temperature and/or pressure differences through infiltration and ex-filtration. Natural ventilation 
has the advantage of zero energy consumption, but it relies heavily on the indoor and outdoor air conditions 
and is thus less controllable. It can be used in regions where the climate doesn’t change much and is not 
often used in modern buildings. Mixing and displacement ventilation system are the most used types, which 
rely on mechanically driven systems built with fans, ducts, filters and air diffusers etc. (Peng 1994, 1998) 
 

2.1.1 Mixing ventilation 

 
In mixing ventilation, fresh air is supplied at a high momentum to induce overall recirculation and promote 
sufficient mixture of contaminants and fresh air. It is thus aimed at diluting the contamination level down to 
an acceptable level. To avoid sensible air draught in the occupied zone, the supply opening (usually a slot 
or a diffuser) is often installed at the ceiling level. In most of the cases the inflow forms a wall jet. As the 
initial momentum is large enough, the wall jet is able to reach the opposite wall and consequently becomes 
an impinging jet, see Fig. 2.2a (Peng 1998). 
 
Although the wall jet is generally characterised by fully developed turbulence, the air motion in the 
occupied zone is often characterised by low velocities induced as a result of jet entrainment and air 
recirculation. Nielsen (1989) showed that the maximum velocity in the occupied zone is linearly 
proportional to supply air flow rate for isothermal mixing ventilation flows. If the ventilation air flow rate 
is lower than 4 ACH (air change per hour), however, this proportionality no longer holds and the velocity 
decays more sharply.  

 
2.1.2 Displacement ventilation 

 
In displacement ventilation, cooled fresh air is supplied at floor level with low momentum. Upward 
buoyant convection created by indoor heat sources carries contaminants into the upper zone, where 
recirculation and mixture occur and contaminated air and/or excess heat are exhausted (Fig. 2.2b). This 
system thus aims at directly delivering fresh air into the occupied zone without inducing significant mixture 
with contaminants. Therefore the buoyancy is the virtual origin of the air motion. Displacement ventilation 
can be used in cooling conditions only. 
 
In displacement ventilation, the mechanism of inducing buoyancy relies on the behaviour of both air supply 
and heat sources. To investigate the performance of such a system, special attention must be paid to the air 
supply, buoyant convection, and their interaction. Since the air is supplied at a low velocity and at a 
temperature of usually 2~4 °C lower than the mean room air temperature, the inflow forms a gravity 
current due to buoyancy and spreads over the floor surface.  On the other hand, heat sources (e. g. people, 
lamps and computers, etc.) create upward thermal plumes which then entrain surrounding ambient air and 
rise to the upper zone. The flow is thus characterised by stable thermal stratification with linear vertical 
temperature distribution in the room. Nevertheless, recirculating and mixing air motion often occurs locally, 
owing to the entrainment of thermal plumes and the downwards natural convection along non-adiabatic 
cold wall surfaces. Furthermore, the plumes created by heat sources may entail local turbulence damping in 
the vertical direction and trigger locally anisotropic turbulence. In the lower zone, weak turbulence often 
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tends to be relaminarized. In numerical simulations, displacement ventilation flows are generally more 
difficult to handle than mixing ventilation flows (Peng, 1998). 
 

 

 
 

                               (a) Mixing ventilation                                                  (b) Displacement ventilation 
 

Fig. 2.2 Illustration of mixing ventilation and displacement ventilation 
(http://www.glam.ac.uk/sot/envgeog/research/vent.php) 

 
 
2.1.3 Plug-flow ventilation 

 
In case of plug-flow ventilation which is used only in cleanrooms, a low turbulence and relatively low-
velocity air flow is supplied across the entire cross-section of the room (usually from the ceiling), pushing 
forward the entire air volume to an exhaust which is also cross-section-wide. To keep contaminant 
concentrations at an acceptable level, this method is by far the best. However, due to the very large volume 
of air supply required, the costs are very high, even irrespective of the stringent air quality requirements in 
rooms (Roos 1998). 
 
In space, because of the microgravity environment, the only viable ventilation method is mixing ventilation, 
i.e. forced convection entailed by ventilation fans, air supply diffusers etc., thus in the present study the 
emphasis is on the mixing ventilation and its numerical simulation. 
 
  
 
2.2 The characteristics of ventilation flows  

 
 
To correctly simulate ventilation flow, it is necessary to understand first the characteristics of ventilation 
flows.  
 
Numerous experimental measurements have been carried out to study the characteristics of ventilation 
flows, such as the work of Melikov et al. (1988, 1990, 1997), Sandberg et al. (1987) and Kovanen et al. 
(1987). Most ventilation flows encountered in practice can be characterized as being incompressible, non-
isothermal, turbulent, three-dimensional and unsteady (Loomans 1998; Peng 1998). In the main body of a 
ventilated room, measurements of air movement demonstrate high amplitude, low frequency fluctuations 
which is characteristic of transitional flows (Jones et al. 1992). Measurements carried out by Sandberg et al 
(1987), Hanzawa et al (1987) and Kovanen et al (1987) showed the turbulence intensity in rooms with 
mixing ventilation ranged about 20~30%. 
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In addition to the above general flow features, ventilation flows can often exhibit other local features in 
different regions of a ventilated space. Typical flow characteristics include wakes and vortex shedding 
behind obstacles, potential flow near exhaust openings, thermal jets or plumes arising above heat sources, 
and laminar and transitional flows in near wall boundary layers and in regions far from walls due to 
dampened turbulence with thermal stratification. These and other flow phenomena are associated with the 
ventilation system used: they may appear with one ventilation system and may not with another (Peng 
1998). 
 
In general, the physical process of turbulence in ventilation flows enhances mixing and entrainment which 
is necessary for the proper operation of air distribution systems (Jones et al. 1992). But too high a 
turbulence intensity should be avoided because it may cause local thermal discomfort (Fanger et al. 1988). 
 
 
 
2.3 Numerical simulation of ventilation flows 

 

 
There are two numerical approaches to study indoor airflow and contaminant transport in buildings — 
multizone modeling and CFD modeling. Multizone modeling takes a macroscopic view of Indoor Air 
Quality (IAQ) by evaluating average pollutant concentrations in the different zones of a building as 
contaminants are transported through the building and its HVAC system. CFD modeling takes a 
microscopic view of IAQ by examining the detailed flow fields and pollutant concentration distributions 
within a room or rooms (Emmerich 1997). The study of these two techniques has been the objective of a 
large international research project IEA Annex 20 “Air Flow Patten within Buildings” organized by the 
International Energy Agency (IEA).  Each approach has strengths and limitations for studying different 
building ventilation and IAQ problems. 
 
The study on indoor airflow has traditionally been an area of experimental and empirical research and for 
the most part has been limited to very simplified models of the physical indoor environment, due to the 
complicated flow characteristics of practical ventilation flows. CFD opened a new era to numerically 
predict the indoor climate on a detailed level with high flexibility in terms of configurations and boundary 
conditions. Information on thermal comfort and the effectiveness of the proposed ventilations system can 
be derived from the calculated indoor air flow pattern, temperature and contaminant distributions. 
According to Peng (1994 ), the unique advantages of using CFD can be summarized as:  
 • Substantial reduction in the cost of new designs;  • The ability to study systems where controlled experiments are difficult to carry out;  • The ability to study hazardous systems at and beyond their normal performance levels; and  • The unlimited detail of results and analysis options. 
 
A special advantage of CFD for the ventilation system design is that various technical parameters of a 
ventilation system can be easily changed in a CFD simulation. It is thus possible to optimize in the design 
stage the performance of a ventilation system by specifying different sizes, locations and types for diffusers, 
enclosure layout and heat sources etc. If measurements were to be used for optimization, the process would 
be very costly and time consuming (Peng 1994). 
 
With the ever-increasing availability of high-performance computing facilities, the above advantages have 
made the CFD prediction of ventilation flows increasingly attractive, especially when compared to the 
difficulties of experimental methods. A significant problem with experiment methods is that apart from 
being costly and time consuming, experimental measurements are often not possible to be carried out at full 
scale. Air distribution studies for the design of atria, theatres, indoor stadiums etc. can only be feasibly 
conducted with reduced scale models. However, tests carried out in a model should be made with dynamic 
and thermal similarity if they are to be directly applied to the full scale. This normally requires the 
simultaneous equality of the Reynolds number (Re) and the Archimedes number (Ar) between the model 
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and the full scale, which is impossible to achieve in the model concurrently (Awbi 1989). On the other 
hand, CFD prediction is capable of providing detailed velocity and temperature distributions from which 
interpretations relating thermal comfort and energy use can be made. It is also possible to predict the 
spatially and temporally varying distribution of indoor air pollution within the space and hence evaluate 
ventilation efficiency. The effectiveness of a ventilation system is mainly determined by: (a) the removal of 
internally produced contaminants from the room; and (b) the supply of fresh air of acceptable quality in the 
room, in particular to the inhabited zone. It depends on the entire air flow pattern in a room (Peng 1998). 
The availability of CFD prediction has significantly enlarged the scopes and possibilities in ventilation 
research, it is now becoming one of the most generally used methods to study indoor air flow and air 
distributions.  
 
The major requirements of air flow modeling in buildings are to predict and provide information on the 
following topics (Jones et al. 1992): 
 • Thermal comfort, which is important for the well-being and productivity of occupants. It can be 

defined in terms of a range of environmental and physiological factors which include air velocity 
and temperature, turbulence intensity, mean radiant temperature, vector radiant temperature, 
humidity, clothing level, metabolic rate and external activity level; • The effectiveness of the ventilation system in removing or controlling contaminants and providing 
specified standards of air cleanness for example, in a process environment or operating theatre; • The effectiveness and efficiency of energy distribution in the space, including heat transfer 
processes within the main body of the room and at surfaces. 

 
In short, these requirements are about the thermal comfort, indoor air quality and energy efficiency that a 
given ventilation system can provide. They form the basic requirements for assessing the performance of a 
ventilation system and should be considered in the ventilation system design. These aspects can be 
explored in detail with the aid of numerical simulations. In ventilation practice, CFD is now becoming a 
powerful tool to investigate system performance, diagnose system problems and improve system designs. 
The development of CFD as a reliable alternative and complement to conventional experimental 
measurements is thus of great practical importance in building research to realize the above basic 
requirements on building ventilation (Peng 1998). 
 
 
 
2.4 General Problems in Modelling Ventilation Flows 
 
2.4.1 The need of validation 

 

Despite all the above advantages, there are still many uncertainties in turbulence modeling and in 
specifying appropriate boundary conditions for air supply devices, internal heat and mass sources etc. in 
CFD predictions, thus experimental validation of the models and modeling methods remains as an 
important and necessary step for a quantitative credibility of the simulation results. Loomans (1998) stated 
that validation of CFD-simulations and the quality of the model is an “intrinsic” part of the simulation 
process.  Once the model and modeling methods are validated, they can be used for conducting parameter 
studies by changing, for example, the position, the type, the number of the air supply diffusers or by 
changing the ventilation rate, room layout etc. – this is one of the most attractive features of CFD: it can 
easily simulate a ventilation flow under a wide range of alternate configurations and parameters.  
 
There are very few well-documented full-scale three-dimensional validation studies on indoor air flows in 
open literature, possibly due to the high investment involved for carrying out full-scale experimental 
measurements and the limitation of currently available measuring methods. The characteristics of indoor air 
flow (low velocity and high turbulence intensity) and the level of measuring accuracy required for 
validation purpose place high demands on measurement techniques (Loomans 1998).  
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2.4.2 Air flow velocity measuring problems 

 
Loomans et al. (1995) surveyed the currently available measuring techniques for indoor air flow studies 
and grouped them in five categories: 
 • Visualisation techniques 

These techniques make the whole flow pattern visible (for the human eye). From 
recorded images of the visualised flow pattern it is eventually possible to retrieve 
quantitative information.  
Examples: smoke and helium-filled soap bubbles. • Heat transfer techniques 
These techniques are based on the transfer of thermal energy from a heat source to the 
fluid flow. The quantity of transferred energy is a measure for the flow velocity. 
Example: hot wire anemometry. • Time-of-flight techniques 
In these techniques, the time interval between the upstream injection of the tracer and 
its downstream detection is measured; or the displacement of a tracer during a time 
interval is measured. Sonic pulses, ions or particles can be used as tracer. 
Examples: sonic anemometry and particle tracking velocimetry. • Kinetic energy techniques 
The kinetic energy is transformed into a pressure difference, which is a measure for the 
velocity of the fluid. 
Examples: Pitot tube and cup anemometry. • Doppler effect techniques 
Velocities are determined from changes in propagation of light waves through the fluid. 
The waves are scattered by particles in fluid, causing a frequency shift (Doppler shift) 
of the emitted wave. 
Example: laser-Doppler anemometry (LDA). 
 

After a detailed review and evaluation of the above methods, he concluded that the currently most practical 
and most applied technique — the hot-sphere anemometer and the most promising technique for indoor air 
flow velocity registration — Particle Tracking Velocimetry (PTV), both have their limitations when 
applied to indoor air flow studies. The accuracy that can be obtained with hot-sphere anemometer is very 
restricted because this anemometer derives the velocity from the heat transfer between the probe and the 
surrounding air. Such a measurement technique requires an accurate conformity between calibration and 
application conditions to attain the expected measurement accuracy. In the case of ventilation flows where 
the air flow speed is often very slow, the measurement accuracy is further restricted by the self-heating of 
the probe. Furthermore, it can only give the velocity magnitude but can not give velocity direction because 
it is omni-directional, thus strictly speaking, the measured air flow velocity obtained with hot-sphere 
anemometer is not directly comparable with that obtained by CFD predictions because it is the mean air 
speed while the latter is the magnitude of the mean velocity vector. Nevertheless, he concluded that this 
technique is still the currently most readily applicable measuring method for indoor air flow studies.  The 
application of PTV is very much hampered by the sufficient and homogeneous production of the applied 
tracer particle—a helium-filled soap bubble, which is required to visualise the flow pattern. Furthermore, it 
requires a very high investment and technical skills, and thus is not widely available. 
 
The above review of Loomans et al. (1995) can explain why there are so few full-scale or even model-scale 
validation studies on 3D ventilation flows in the literature. As was emphasized by Loomans (1998), effort 
to improve the reliability of the CFD technique is only possible through comparison with accurate full-scale 
experiment measurements.  In the past, empty rooms have been the most commonly used subjects of 
investigation and relatively good results have been reported, but more realistic flow problems are often 
those that have multiple heat/mass sources and obstacles in rooms, these problems put much higher 
demands on the simulation process; but if CFD is to be used as a design tool for practical ventilation system 
design, more validation studies and experiment data are needed for such practical cases which are at present 
still very scarce in the literature. 
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2.4.3 Main problems for indoor airflow simulation  

 

At present, there are still many problems which need to be resolved for the accurate prediction of air flow 
pattern and air distribution in rooms. The following problems have been identified by many authors (Moser 
1991; Chen et al. 1992; Lemaire 1993): 
 • Appropriate turbulence models at the Reynolds-number range of ventilation flows. 

 

Most of the turbulence models were developed from some basic flows of high Reynolds numbers. 
Their suitability for the prediction of indoor airflows for which the Reynolds number is 
considerably low and their ability to handle the complicated flow features such as those found in 
ventilation flows need to be evaluated and verified against experiment data. Chen (1988) indicated 
that airflows in rooms in many cases include natural or mixed convection, and the overall 
turbulence Reynolds numbers are rather small. The commonly used turbulence models together 
with logarithmic wall functions may not be suitable for regions both near the wall and far away 
from it.  Chen (1995, 1996) tested eight popular eddy-viscosity and Reynolds-stress models for 
predicting natural convection, forced and mixed convection, and impinging jet flows in rooms, he 
found that none of the models produces satisfactory results.  The difference between the computed 
turbulence level and the measured one can be more than 100%.  A model may perform well in one 
case and poorly in another.  Therefore, for each type of flow, an experimental validation is always 
required to ensure the suitability of the model used (Chen 1997). 
 •  Appropriate near-wall treatment.  

 

The commonly used standard wall-function was developed from forced convection flows, its 
validity for natural convection or mixed convection boundary layer flows often found in 
ventilation flows is questionable. Loomans (1998) found that the available wall functions are not 
valid for developing boundary layer flows, free convection flows and impinging plumes as appear 
indoors and will lead to grid dependent solutions. Peng (1998) indicated that using the 
conventional wall function might be an inappropriate approach for near-wall treatment, 
particularly when the flow is not fully developed turbulence (e.g. with low supply air flow rate) 
and when the flow is characterized by separation and affected by thermal buoyancy forces. 
Gosman (1999) indicated that buoyancy and low-Reynolds number effects in both the near-wall 
and bulk flow regions have proved to be particularly difficult to capture correctly by turbulence 
models, and in case of near-wall flows these often require direct calculation of boundary layers 
rather than the use of wall functions, which can be excessively expensive for indoor airflow 
simulation because there are often lots of flow obstacles in the flow regions and thus many walls.  
 
Another problem related to the near wall treatment is the calculation of convective heat transfer at 
walls.  Many investigators have reported that the heat transfer calculated by wall functions is very 
sensitive to the near-wall grid spacing. A coarse grid results in the underestimation of the 
convective heat transfer coefficient, and vice versa. The main reason for the grid dependency of 
traditional wall functions is that they are based on the logarithmic velocity profile of boundary 
layer flow with zero pressure gradient, so strictly speaking, they cannot model boundary layers 
which have a different velocity or temperature profile, such as mixed or natural convection, or 
wall jet flow. As a result, if a coarse grid is used, the traditional wall functions will underestimate 
the convective heat transfer coefficient because the first grid point is further from the wall than the 
locus of maximum convection velocity. Conversely, if a fine grid is used, the convective heat 
transfer coefficient is overestimated, because the first grid cell is located within laminar region of 
the boundary layer, and so the chosen high-Reynolds number turbulence model incorrectly 
enforces turbulent flow in the grid cells lying within the inner region of the boundary layer.  That 
will result in an unnaturally high convective heat transfer coefficient due to an artificial increase in 
the temperature gradient at the wall. Another weakness of the traditional log-law wall functions is 
that they fit the experimental data poorly for values of local Reynolds-number in the range 
8<y+<40, while fit good for y+<8 and y+>40 (Schild 1997). Murakami et al. (1995) indicated that 
the use of wall function approach is particularly limited in the analysis of the heat transfer 
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mechanism at a wall. For analyzing the heat transfer accurately, the Low-Reynolds Number (LRN) 
models with no-slip boundary condition should be used. But application of these models to 
ventilation flows remains difficult because very fine mesh grids are needed in the near wall 
regions which is limited by the available CPU capacity and computer memory.  
 • Boundary conditions of air supply devices 

 

Chen et al. (1992) indicated that the air diffusion in a room is dominated by diffuser type and the 
air supply parameters of the diffuser, but it is difficult to compute the airflow around a diffuser 
because of the complex geometric configurations of diffusers used in practice. Without a correct 
description of the airflow around a diffuser, the simulations of air diffusion in rooms are not 
reliable. Hence, an appropriate method suitable for simulating diffusers is essential in predicting 
room air motion. Murakami et al. (1995) indicated that the most important regions for simulation 
of a flow field in an enclosure are the areas around the supply jet and the exhaust opening, since 
the velocity gradient is very steep in these areas. Most energy production and dissipation occurs 
here. We should therefore be very careful in setting the grid discretization in these areas. However, 
when analyzing room airflows, it is usually impossible to arrange sufficiently fine grids at the 
supply and exhaust openings, so the simulation results will inevitably have significant errors in 
these regions. 
 • Grid-dependence 

 
Ventilation flows are often three-dimensional. It was found that a grid-independent result is very 
difficult to achieve in three dimensional cases especially when buoyancy effects exist.  

 • Convergence  
 

When calculating flow fields with buoyancy effects which is often the case for room air flows, the 
convergence is generally poor. Improved speed and stability of the numerical procedures to reach 
the solution are needed for the prediction of practical ventilation flows. 
 • Grid generation.  
 
Mesh generation is very time consuming, and accounts for typically 80% of the total time needed 
for case preparation (Schild 1997). More efficient and easy-to-use grid generation methods are 
needed to account for the complicated flow configurations often found in an indoor environment. 

 
In a more recent review, Gosman (1999) highlighted the following problems for the simulation of indoor 
air flows: 
 • Convective heat and mass transfer requires consideration and modeling of turbulence effects, 

accurate prediction of the relevant flow field features is a prerequisite to good heat/mass transfer 
modeling. Surface heat transfer is particularly sensitive to details of the wall boundary layers, 
including their turbulence structure—ironically often more than the flow itself. Thus, predictions 
of heat transfer coefficients may be less accurate than friction factors. This is sometimes 
compensated for pragmatically, by employing empirical heat transfer coefficient correlations in 
the CFD model. 

 • Buoyancy-induced flows are particularly challenging to model due to the strong interactions 
between the flow and density fields, which can either augment or diminish the turbulence, 
according to whether the flow is unstably or stably stratified, respectively. Stable stratification can 
lead to locally low Reynolds numbers and additional associated modeling difficulties. 

 • Pollutant dispersion modeling from localized sources involves similar issues as heat transfer, 
including sensitivity to turbulence anisotropy, even in simple boundary layer flows.  
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Despite the problems listed above, the consensus among investigators is that conventional CFD codes can 
predict room air movement with sufficient realism to be useful in most design practices, provided that 
sound engineering judgment is exercised in its use (Lemaire 1993) 
 
 
2.5 Review of the validation data used in the present study  
 

2.5.1 The IEA Annex 20 Project  

 
As stated above, the validation of numerical models and modeling methods is a necessary step for a 
quantitative credibility of CFD predictions. Buchanan (1997) and Loomans (1998) have reviewed the 
validation studies conducted so far in the field of room air flow simulations. Both of them have emphasized 
that the lack of carefully designed and well-documented validation data for ventilation flows in realistic 
three-dimensional configurations is one of the important limiting factors for the development of new 
modeling techniques for room airflow simulations.  
 
For providing realistic benchmark data in a three-dimensional configuration with practical relevance to 
validate numerical models for room airflow simulation, the International Energy Agency (IEA) has 
organized a large-scale international research project: “Energy Conservation in Buildings and Community 
Systems—Annex 20: Air Flow Patterns within Buildings”. The aim of its subtask-1 “Room Air and 
Contaminant Flow” is to evaluate the performance of numerical methods for the prediction of air flow 
patterns in buildings. The main objectives were (Lemaire 1993): 
 • To evaluate the performance of three-dimensional complex and simplified air flow models in 

predicting air flow patterns, energy transport and indoor air quality (IAQ); • To show how to improve air flow models; • To evaluate their applicability as design tools; • To produce guidelines for selection and use of models; • To acquire experimental data for evaluation of models. 
 
Researchers from thirteen countries have participated in this project. Within a research period of three years 
and a half (May 1, 1988 ~ Nov. 1, 1991), many full scale experiments on forced convection, mixed 
convection and natural convection have been conducted by different research groups in an identical three-
dimensional experiment configuration (IEA Annex 20 Standard Test Room) on different sites and many 
useful experiment data acquired and compiled and relevant numerical simulations carried out. It remains as 
the most important and most complete validation study on indoor air flow simulation carried out so far. The 
main conclusions concerning the performance of numerical models in predicting air flow parameters are as 
follows (Lemaire 1993):  
 • For isothermal air flow, almost all the CFD models and modeling approaches can predict the flow 

pattern and velocity decay with an acceptable degree of realism. In some cases velocities are 
under-predicted, but the reason is not clear. The 2D test results showed very good agreement for 
velocity decay and for the general trend of the turbulence kinetic energy, although the latter was 
generally under-predicted. • For buoyancy-flow, the CFD models can predict flow pattern, velocity and temperature 
distribution, but with a reduced reliability compared with that demonstrated for isothermal flow. It 
was hard to obtain converged and grid independent results. 

 
Main problem areas were also identified through this project, among them the two most important 
problems are the appropriate modeling of turbulence in room air flows and the correct modeling of air 
supply devices (Lemaire 1993).  
 
Full-scale experiment measurements on five types of ventilation flows typically encountered in practice 
were carried out in this project, including (Lemaire 1993): 
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• Test Case B: Forced convection, isothermal; • Test Case D: Free convection with a radiator, winter heating; • Test Case E: Mixed convection, summer cooling; • Test Case F: Forced convection, isothermal with contaminants; • Test Case G: Displacement ventilation. 
 
 Also for the purpose of evaluating numerical simulation methods (CFD) as a practical design tool and to 
provide realistic benchmark data to validate CFD codes, a complicated nozzle diffuser was purposely 
chosen as the air supply device in the IEA Annex 20 project which was proved to be particularly difficult to 
model later (Nielsen 1992, Lemaire 1993). In the present study, the IEA Annex 20 experimental data are 
extensively used to validate numerical models and simulation results for forced convection (ventilation) 
flows similar to those likely encountered in a spacecraft cabin. More specifically, studies are carried out on 
the following Test Cases: 
 • Test Case B: B2 (3 ACH) and B3 (6 ACH) • Test Case E: E2 (3 ACH) and E3 (6 ACH) • Test Case F: F1, F2 and F3 (1.5 ACH) 
 
The experimental data of Heikkinen (1991b, Test Cases B2, B3 and Test Cases E2 and E3), Blomqvist 
(1991b, Test Cases E2 and E3) and Heiselberg (Test Cases F1, F2 and F3) are used to validate the 
simulation results. 
 
 
2.5.2 ASHRAE-1009  

 

As has been identified in the IEA Annex 20 project and also been pointed out by many authors (Chen et al. 
1992, 2001; Moser 1991; Nielsen 1992; Lemaire 1993; Murakami et al. 1995) the modeling of the air 
supply devices is one of the most important problems for the correct prediction of air flow pattern in rooms. 
To provide guidelines for the correct modeling of some most often used air supply devices in modern 
buildings, the ASHRAE (American Society of Heating, Refrigerating and Air-Conditioning Engineers) has 
sponsored a research program “Simplified Diffuser Boundary Conditions for Numerical Room Airflow 
Models” which was carried out by Chen et al. (2001). In this program, the modeling methods for eight 
commonly used air supply devices including nozzle diffuser, valve diffuser, displacement diffuser, grille 
diffuser, slot diffuser, square and round ceiling diffuser and vortex diffuser were studied and validated 
against experiment measurements carried out in a environment test chamber with complicated internal 
configuration: two human simulators, two computers, two tables, two cabinets and four lamps. A tracer gas 
SF6 was used to simulate the transport of CO2

 exhaled by the persons. Measured data include mean air 
speed, temperature and SF6 concentration at chosen points inside the test chamber. Two experimental 
measurements from this program are chosen to validate the modeling methods and simulation results in a 
complicated practical configuration with simultaneous heat and mass transfer in the present study: the case 
with the displacement diffuser and the case with ceiling slot diffuser. The former is used to validate the 
numerical models for the simulation of buoyancy-driven flows which is well-known to be very difficult to 
handle by the turbulence models and the latter is used to validate the numerical models for the simulation 
of forced convection flows with simultaneous heat and mass transfer, which is similar to what happens in 
the ventilation system of a spacecraft cabin. 
 
 
2.6 Review of CFD simulation of ventilation flows for space application  

 

 
There have been very few reports about CFD simulation of ventilation flows for space application in the 
literature. Earlier reports include that of Embacher et al. (1991) about the application of CFD tools in space 
projects, an example of CFD analysis of ventilation for electronic cooling under microgravity environment 
is given. Markus et al. (1992) has reported a 3D CFD analysis of CO2 distribution in the COLUMBUS 
Attached Pressurized Module (APM) for the purpose of fire suppression: it was foreseen that in case of fire 
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in APM, a CO2 stream will be injected into the module to extinguish the fire. In their CFD analysis the 
complex inlet conditions were examined in detail to investigate a proper method for implementation in the 
model, and several runs with different nozzle positions and mass flow rates were carried out. Their results 
showed that a fire in the COLUMBUS APM sub-floor area can be extinguished by blowing CO2 into the 
volume. McConnaughey (1992) has conducted a CFD analysis of the air distribution system aboard the 
Space Station Freedom (the later International Space Station) using the INS3D code. An algebraic 
turbulence model specially calibrated for internal ventilation flows was used to account for the effect of 
turbulence on the airflow. Through such an analysis, several regions with too low air speed and short-
circuit ventilation were identified.  
 
In recent years, more reports about the CFD simulation of ventilation flows emerged in the literature, this is 
likely due to the availability of ever-increasing computation power and the more efficient numerical 
techniques and simulation codes. Examples include the work of Burgio et al. (1997), who reported a CFD 
application to analyze the Fire Detection and Suppression (FDS) system of the COLUMBUS APM for the 
well positioning of fire and smoke detectors and also CO2 injectors for the effective detecting and 
distinguishing of fire, the commercial CFD codes PHOENICS and FLUENT were used for the CFD 
analysis and the standard k-ε model and the RNG k-ε model were used for the modeling of turbulence. Lin 
et al. (2000) reported a CFD study on the ECLSS airflow and CO2 accumulation in the International Space 
Station because during a flight on ISS, the astronauts reported improper ventilation and stuffiness of air. To 
diagnose the problem, a CFD model of the air distribution system was built to characterize air flow 
between the ISS elements, the study of CO2 accumulation was accomplished by simulating the generation 
and the transport of CO2 due to the metabolic sources of the crew and the blockage or disruption of the air 
path inside the ISS. The study showed that poor air exchange occurs between several ISS elements and 
some measures to improve the air flow and exchange were predicted based on the CFD analysis.  Steelant 
et al. (2001) reported an application of CFD simulation of ventilation flow inside the Automatic Transfer 
Vehicle (ATV) and the simulation of the venting of the payload chambers of the COLUMBUS module, 
both of them are parts of the International Space Station. The CFD code CFX was used for the CFD 
simulation. Eckhardt et al. (2003) reported a CFD analysis of the ventilation system in X-38, the “life boat” 
of the ISS which serves as an emergency return vehicle for the crew. The complicated interior geometry of 
X-38 was represented in the CFD model through the use of an unstructured mesh and a CFD code 
FLUENT was used to carried out the simulation. It was claimed that partly due to the use of CFD, the 
estimated costs of building the X-38 are less than one-tenth the cost of previous space vehicles.  
 
It can be foreseen that with the easy access to the ever-increasing high-performance computation resources 
and with the efficient numerical techniques and enhanced numerical models now available, CFD will be 
increasingly used to analyze air flow and air distribution problems in manned spacecraft due to the special 
microgravity environment of spaceflight which cannot be reproduced on Earth, but can be more easily 
considered (with considerably reduced buoyancy convection) in CFD simulations—which is a very 
attractive and unique feature of CFD for the analysis of ventilation flows in space. 
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Chapter 3   

 

Turbulence Modeling 

 

 
In this chapter the basic concepts of turbulence modeling and some commonly used turbulence models 

employed in this study are presented. Special problems related to ventilation flow modeling are 

highlighted. 

 
 

The description of turbulence modeling is the subject of very abundant literature, and textbooks among 
which we can recommend: Launder et al. (1972), Rodi (1980), Schiestel (1998), Celik (1999) and Wilcox 
(2000) etc. In this chapter, the basic concepts of turbulence modeling and some commonly used turbulence 
models used in this study are presented for easy reference.  Interested readers are referred to the above 
textbooks or Fluent Inc. (2001) for more details of the models. A good recent review can be found in Jaw et 
al. (1998a, 1998b) or in Rodi (2000). 
 
A fluid motion is described as turbulent if it is rotational, intermittent, highly disordered, diffusive and 
dissipative. The general characteristics of turbulent flows can be summarized as: 
 • Irregular (disorderly or random) • Transient (always unsteady) • Three-dimensional (spatially varying in 3D) • Diffusive: enhances mixing and entrainment • Dissipative: dissipates kinetic energy into heat • Occurring at large enough Reynolds numbers 
  
The mechanism of turbulence is often described in terms of eddies and energy cascade.  A turbulence eddy 
can be thought as a local swirling motion whose characteristic dimension is on the order of the local 
turbulence length scale.  Because turbulence is a continuum phenomenon that exists on a large range of 
length and time scales, the turbulent eddies also overlap in space, where larger eddies carry smaller ones. 
Through the interaction of turbulent eddies of different scales (or turbulent eddy sizes), energy is 
transferred from larger scales to smaller scales, and eventually to the smallest scales where the energy is 
finally dissipated into heat by molecular viscosity. This process of energy transfer is referred to as energy 

cascade. Thus turbulent flows are always dissipative (Celik 1999; Wilcox 2000). 
 
It is generally accepted that turbulence can be described by the Navier-Stokes momentum-transport 
equations, which express the conservation of momentum for a continuum fluid with viscous stress directly 
proportional to the rate of strain (Celik 1999). The Navier-Stokes equations together with the conservation 
equations for mass and energy form the basic equations describing fluid flow and the associated heat and 
mass transfer processes in the flow. 
 
 
3.1 The characteristics of turbulence 
 

The characteristic feature of a turbulent flow is its random, disorderly, three-dimensional fluctuations 
which are self-sustaining and have the effect of enhanced mixing, diffusion, entrainment and dissipation. In 
general, turbulence can be characterized by a number of length and velocity scales. There is at least one 
scale for the large-scale eddies, known as energy containing range, which is proportional to the dimensions 
of the flow field, and one for the smallest scale eddies containing a minimum kinetic energy, known as the 
dissipative range. Similarly there is at least one velocity scale for both the energy containing and dissipative 
eddies. The number of scales that are needed to describe a turbulent flow depends on its level of complexity.  
Several circumstances may cause a turbulent flow to have multiple length and velocity scales, and thus 
exhibit complex turbulence. For example, more than one production mechanism (shear and buoyancy, for 
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example) or a spatially varying strain rate field can result in a turbulent flow with several length scales. 
Although many flows of practical interest have more than one scale of length and velocity, most turbulence 
models developed thus far are obtained by assuming that the flows of interest have only one length scale 
and one velocity scale.  
  
In general, it is the generation mechanisms that determine the characteristic of a turbulent flow. Inertial 
forces then come into action to transfer energy from large-scales to smaller-scales and eventually to the 
dissipation range where energy is finally converted into heat by viscous action. This transfer of energy from 
the large scales to small scales is known as energy cascade. Physically, this process occurs by vortex 
stretching.  
 
In the 1940’s, Kolmogorov has suggested that turbulence energy loses information about its mechanism of 
production as it flows through the energy cascade. With an infinite number of steps in the cascade (infinite 
Reynolds number), the dissipative scales would lost all the information about the energy containing scales 
and would only be influenced by the amount of energy that they receive. An important implication of this 
theory is that the anisotropy of the large-scales is lost, leaving the small-scales in a state of isotropy. 
Anisotropy exists in the large-scale because the production mechanisms generally feed energy unevenly 
into different components of the turbulent velocity field. With time, the energy is redistributed to the other 
components and the degree of anisotropy decreases. In real flows, at finite Reynolds numbers, there is not 
enough time for the redistribution process to occur completely, thus a true state of isotropy does not exist at 
the small scales. However, at high Reynolds numbers isotropy of the small scales is often a good 
approximation and this is a fundamental assumption for most theories of turbulence modeling (Buchanan 
1997, Celik 1999). 
 
 
3.2 Approaches in turbulence modeling and simulation 

 
A turbulence model is defined as a set of equations which determine the turbulent transport terms in the 
mean flow equation. Turbulence models are based on the hypothesis about the turbulence processes and 
require input in the form of model constants or functions; they do not simulate the details of the turbulent 
motion, but only the effect of turbulence on the mean flow behaviour. The concept of Reynolds averaging 
and the averaged conservation equations are the main concepts that form the basis of turbulence modeling 
(Celik 1999).  
 
Since turbulent flows are transient and three-dimensional, it is necessary to develop some methods for 
getting averaged quantities to extract any useful information. The most popular method for dealing with 
turbulent flows is Reynolds averaging which provides information about the overall mean flow properties. 
The main idea behind Reynolds averaging is to express any variable φ(x, t), which is a function of space 
and time, as the sum of a mean and a fluctuating component as given by: 
 

                            φ(x, t) = Φ(x, t) + φ′ (x, t)                                           (3.1) 
 

where Φ is the mean and φ′ is the fluctuating component.  
 
There are three main averaging forms which are pertinent in turbulence modeling research:  time average, 
spatial average and ensemble average, the general term used to describe these averaging processes is 
“mean”.  
 
Time average is appropriate for stationary turbulence, i.e., a turbulent flow that, on the average, does not 
vary with time. For such a flow, the time average of an instantaneous flow variable ),( txf
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Spatial averaging can be used for homogeneous turbulence, which is a turbulent flow that, on the average, 
is uniform in all directions.  The spatial average of the flow variable ),( txf

r
 can be obtained by doing a 

volume integral: 
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Ensemble averaging is the most general type of Reynolds averaging suitable for e.g., flows that decay in 
time. As an idealized example, in terms of measurements from N identical experiments (with initial and 
boundary conditions that differ by random infinitesimal perturbations) where ),(),( txftxf

n

rr = in the nth 

experiment, the average is defined by: 
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For turbulence that is both stationary and homogeneous, it is assumed that these three averages are equal. 
This assumption is known as the Ergodic Hypothesis (Wilcox 2000).  
 
 
3.2.1 Fundamental equations of viscous fluid motion 

 
Fluid flow and the associated heat and mass transfer in the flow are governed by the conservation laws of 
mass, momentum, energy and species. When applied to a fluid continuum, these laws have the following 
general forms: 
 • Mass conservation (continuity equation) 
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 • Momentum conservation (Navier-Stokes equation) 
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 • Energy conservation  
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 • Species conservation 
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where  

iU , Uj ― instantaneous velocity 

 p ― pressure 

if ― total body force acting on the fluid  

T  ― temperature 
Φ ― species concentration 
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TS  and ΦS ― energy source and species source, respectively  

TΓ and ΦΓ  ― diffusion coefficients for energy and species, respectively  

 
 
Because of the nonlinear terms and strong coupling, the above equations can hardly be solved analytically 
except in very few special cases. It is a common practice to take the time-average or ensemble-average of 
the above equations using Reynolds averaging method and to solve numerically the averaged equations 
(often referred to as Reynolds equations) to obtain the mean flow quantities (e.g. velocity, temperature, etc.) 
for practical engineering purposes. The Reynolds equations have similar forms as equations 3.5 ~ 3.8, 
except that an additional term is added to equations 3.6 ~ 3.8 which arises from the averaging process:  
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where 

iU , Uj ― mean  velocity 

iu , uj ― velocity fluctuation 

if  ― total body force acting on the fluid 

T  ― mean temperature  
Φ ― mean species concentration 
P ― mean pressure  

TS  and ΦS ―  source terms for energy and species 

TΓ and ΦΓ  ― diffusion coefficients for energy and species  
'T ― temperature fluctuation 
'Φ ― concentration fluctuation 

 
for the sake of simplicity, the conventional upper bar denoting the averaged mean quantities is omitted in 

the above equations. The additional terms jiuuρ− , 'Tu jρ− and 'φρ ju−  represent the convective 

transport of momentum, heat and species due to turbulent fluctuations, which are generally referred to as 
Reynolds fluxes, or more specifically, Reynolds stresses,  turbulent (Reynolds) heat flux and turbulent 
(Reynolds) mass flux, respectively (Celik 1999).  These extra terms involve correlations between 
fluctuating velocity components, and are not known a priori. The solution of the above conservation 
equations requires some empirical input to formulate mathematical models for these additional terms, and 
thus close the set of equations. This is the purpose of turbulence modeling.  
 
The above equations 3.9 ~ 3.12 are often referred to as Reynolds Averaged Navier-Stokes (RANS) 
equations and the turbulence models developed in this framework are known as RANS turbulence models. 
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3.2.2 Basic concepts in turbulence modeling 

 

Currently there are three major approaches available for modelling turbulence: Direct Numerical 
Simulation (DNS), Large-Eddy Simulation (LES) and turbulence transport modelling, i.e. Reynolds- 
Averaged Navier-Stokes (RANS) modelling.   
 
3.2.2.1 Direct Numerical Simulation (DNS) 

 
A Direct Numerical Simulation (DNS) solves directly the discretized Navier-Stokes and continuity 
equations. In order to obtain accurate solutions all relevant time and length scales present have to be 
resolved. For turbulent flows, a “true” DNS resolves all scales down to the Kolmogorov scales. This 
requirement results in the need for highly accurate codes (high-order compact differences or spectral 
methods) and very fine computational grids. Therefore, the computational costs involved are extremely 
high (proportional to Re3, Piomelli 1999), thus for practical engineering applications it is not feasible. In 
principle, a fully resolved DNS delivers numerically accurate solutions of the exact equations of motions. 
No modelling assumptions are required. Consequently, DNS can be regarded as an experiment - taken 
without obtrusive measuring techniques (Terzi 1996). This alone ensures its usefulness as a research tool.  
Xu (1998) indicated that for room airflows, DNS goes far beyond the available computational resources 
and the practical interests of design engineers who concern mainly on the average quantities of velocity, 
temperature and turbulence intensity etc. Since DNS solves directly the Navier-Stokes equations without 
making any artificial assumptions about turbulence, it gives complete information about the flow in great 
spatial and temporal detail, thus results from DNS are very useful to be used as calibration data to develop 
new turbulence models (Xu 1998). 
 
3.2.2.2 Large Eddy Simulation (LES)  

 

Large Eddy Simulation(LES) is an alternate approach for turbulence modeling which differs from the 
conventional turbulence transport modeling approach by assuming that turbulent motions can be divided 
into “large eddies” and “small eddies” and explicitly solving the large eddies in a three-dimensional, time-
dependent manner and modeling only the unresolved small eddies. In LES the low-pass-filtered Navier-
Stokes and continuity equations are solved. Therefore, by filtering operation, the need arises to model the 
effects of the unresolved scales, i.e., the so-called subgrid-scale (SGS) on the resolved flow. Similar to 
DNS, LES produces a three-dimensional, time-dependent solution. By computing only the largest, most 
energy containing scales of motion explicitly while modelling the small scales, LES computations can be 
substantially less expensive than those of DNS at a given Reynolds number. This makes LES a useful tool 
for calculating turbulent flows at Reynolds numbers beyond the reach of DNS.  Two classes of large-eddy 
simulations can be distinguished. The first resolves well all eddies contributing to the turbulence kinetic 
energy production mechanism and the role of the SGS model is restricted to dissipate the proper amount of 
energy from the resolved flow field. In this case the SGS effects are small. Computations are costly, but 
still less expensive than DNS since resolving scales within the inertial subrange might be sufficient. This 
class of LES has already its place in scientific research but still far beyond the scope of engineering 
applications. The second class, sometimes called VLES (Very Large Eddy Simulation), does not fully 
resolve the turbulence kinetic energy production. Consequently, the SGS model has to account for large 
amounts of energy transfer and the role of the SGS component might even dominate that of the resolved 
field. VLES depends very much on the quality of the SGS model. Once this is established for a given flow 
family, it might be used for engineering-like parameter studies (Terzi 1996).  
 
 
3.2.2.3 Reynolds Averaged Navier-Stokes models (RANS) 

 

In the RANS framework, there are two types of models to account for the influence of turbulence on the 
mean flow: the eddy-viscosity models (EVM) which are based on the eddy-viscosity concept and the 
Reynolds-stress models which solve directly the Reynolds stresses using transport equations. 
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Eddy-viscosity models 

 
Eddy-viscosity models are the mostly widely used models in practice. The main idea behind these models 
is Boussinesq’s eddy-viscosity concept, which assumes that, in analogy to the viscous stresses in laminar 
flows, the turbulent stresses are proportional to the mean velocity gradient. This approach stems from 
treating turbulent eddies in a similar way that molecules are treated and analyzed in kinetic theory. Here 
eddies replace molecules as carriers of thermal energy and momentum. The primary goal of many 
turbulence models is thus to provide some prescription for the eddy viscosity to model the Reynolds 
stresses. These may range from relatively simple algebraic models, to the more complex two-equation 
models, such as the k-ε model, where two additional transport equations are solved in addition to the mean 
flow equations. 
 
For a general flow situation, the eddy-viscosity model may be written as  
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where tν  is the turbulent or eddy viscosity, and k is the turbulent kinetic energy which is defined as: 
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ijδ is the Kronecker symbol:  
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In contrast to the molecular viscosity, the turbulent viscosity is not a fluid property but depends strongly on 
the state of turbulence; vt may vary significantly from one point to another and also from flow to flow. The 
main problem of turbulence modeling is thus to determine the distribution of vt. 
 
Inclusion of the second part of eddy viscosity expression in equation 3.13 assures that the sum of the 
normal stresses is equal to 2k, which is required by the definition of k (equation 3.14). The normal stresses 
act like pressure forces, and thus the second part constitutes pressure. The above equation 3.13 is used to 

eliminate 
ji

uu in the momentum equation. The second part can be absorbed into the pressure-gradient term 

so that, in effect, the static pressure is replaced as an unknown quantity by the modified pressure given by 
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The main objective is then to determine the eddy-viscosity. 
 
In direct analogy to the turbulent momentum transport, the turbulent heat or mass transport is often 
assumed to be related to the gradient of the transported quantity, with eddies again replacing molecules as 
the carrier. With this concept, the turbulent heat flux and the turbulent mass flux may be represented as the 
products of the turbulent diffusivity of heat ( TtΓ ) or mass ( tΦΓ ), and the mean temperature gradient or 

concentration gradient, respectively: 
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The turbulent diffusivity TtΓ or tΦΓ  has unit equivalent to the thermal diffusivity of m2/s. Like the eddy-

viscosity, the eddy-diffusivity is not a fluid property but depends on the state of the turbulence. The eddy 
diffusivity is usually related to the turbulent eddy viscosity via 
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where σt is the turbulent Prandtl number and Sct is the turbulent Schmidt number, both of them are constant 
approximately equal to one. The main goal of turbulence modeling is thus to find some prescription for the 
eddy viscosity to model the Reynolds stresses (Celik 1999). 
 

 

Reynolds-stress models 

 

The eddy-viscosity approximation for determining the Reynolds stresses is not a good model for flows with 
sudden change in mean strain rate, curved surfaces, secondary motions, rotating and stratified flows, and 
flows with separation. The main reason that the eddy-viscosity models don’t work well for such kind of 
flows is the local isotropy and local equilibrium assumptions contained in these models. Inherent in these 
assumptions is that the normal Reynolds stresses are equal and that the flow history effects of the Reynolds 
stresses are negligible (Celik 1999). The Reynolds-stress models (RSM) do not employ the eddy-viscosity 
concept but solve directly the modeled transport equations for the individual Reynolds stresses, thus they 
automatically account for certain extra effects on turbulence such as those due to streamline curvature, 
rotation, buoyancy and flow dilatation and are better suited for complex strain fields as well as for 
simulating transport and history effects and the anisotropy of turbulence (Rodi 2000). However, a major 
problem is that for a three-dimensional flow, six additional transport equations for the Reynolds-stresses 
must be solved in addition to the Navier-Stokes and continuity equations, and in most cases, the k and ε 
equations must also be solved, thus it is computational expensive for practical flow simulations (Celik 
1999). Also, the numerical solution of these equations is more difficult and can cause convergence 
problems, and these models are more demanding with respect to the specification of boundary conditions 
(Rodi 2000), therefore they are not widely used in ventilation flow simulations at present.  
 
Piomelli (1996) sketched out a brief comparison of the above three turbulence modelling approaches, the 
main points are as follows: 
 

DNS  
 

o Yields mean and turbulent quantities 
o All the turbulent motions are calculated 
o Requires massive amounts of  CPU time 
o The application to flows of engineering interest is difficult 

 
LES 
 

o Yields mean and turbulent quantities 
o Only the largest turbulent motions are calculated 
o Subgrid-scale models are more universal than models for RANS 
o Requires substantially less CPU time than DNS, although substantially more than RANS 
o More accurate than RANS in unsteady or 3D flows 
o More expensive than RANS, less than DNS 
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o Initially begins to be used in engineering flow problems 
 

RANS (turbulence transport models) 
 

o Yields mean quantities 
o All the turbulent motions are modelled 
o The models require ad hoc adjustment of the coefficients 
o The model has difficulty in predicting unsteady or 3D flows 

 
For simulating ventilation flows in buildings, the RANS approach, or more specifically, the k-ε type of 
turbulence models and its low-Reynolds number (LRN) variants (i.e., LRN k-ε models) are the most widely 
used turbulence models (Chen 1997) at present. 
 
 
3.3 Statistical turbulence models 

 
3.3.1 Classification of turbulence closures 

 
Turbulence models developed within the framework of Reynolds averaging approach are generally 
classified by the number of additional differential equations to be solved with respect to the RANS 
equations 3.9 ~ 3.12.  
 
3.3.2 Algebraic turbulence models: zero-equation models 

 
The simplest turbulence models, also referred to as zero equation models, use a Boussinesq eddy viscosity 
approach to calculate the Reynolds stress. In direct analogy to the molecular transport of momentum, 
Prandtl’s mixing length model assumes that the turbulent eddies cling together and maintain their 
momentum for a distance mixl , and are propelled by some turbulent velocity

mix
v . With these assumptions, 

the Reynolds stress terms can be modeled by  
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for a two-dimensional shear flow. This model further postulates that the mixing velocity, mixv , is of the 

same order of magnitude as the (horizontal) fluctuating velocities of the eddies, which can  be supported 
through experimental results for a wide range of turbulent flows. With this assumption 
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or, in terms of the eddy (turbulent) viscosity for a shear flow: 
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This definition can also be implied on dimensional grounds. With these definitions in mind, the objective of 
most algebraic models is to find some prescription for turbulent mixing length, in order to provide closure 
to the above equations for Reynolds stress or eddy viscosity (Celik 1999). 
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3.3.3 One-equation turbulence models 

 
As an attempt to improve the prediction of algebraic or mixing length models, one-equation models have 
been developed by solving one addition transport equation for some turbulent quantities. There are several 
different turbulent scales which have been used as the variable in the additional transport equation, the most 
popular method is to solve for the characteristic turbulent velocity scale proportional to the square root of 
the specific kinetic energy of the turbulent fluctuations which is usually referred to as the turbulent kinetic 
energy and is defined in equation 3.14. The Reynolds stresses are then related to the characteristic turbulent 

velocity scale in a similar manner in which uvρ− was related to vmix and lmix in algebraic models as shown 

in equation 3.21.  
 
As in the algebraic models, there is still a requirement to determine the length scale l in one-equation 
models which can only be prescribed from experimental information. While such information exists for 
some simple flows, for most practical engineering flows, no such information exists. This is a definite 
limitation for one-equation models. For this reason, most researchers have abandoned these models in favor 
of two or even more equation models (Celik 1999). 
 
 
3.3.4 Two-equation turbulence models 

 

Two-equation turbulence models have been the most popular models for a wide range of engineering 
analysis and research. These models provide independent transport equations for both the turbulence length 
scale, or some equivalent parameter, and the turbulent kinetic energy. With the specification of these two 
variables, two-equation models are complete; no additional information about the turbulence is necessary to 
use the model for a given scenario. While complete in that no new information is needed, the two-equation 
model is to some degree limited to flows in which its fundamental assumptions are not grossly violated. 
Specifically, most two-equation models make the same fundamental assumption of local equilibrium, 
where the turbulent production and dissipation balance. This assumption further implies that the scales of 
the turbulence are locally proportional to the scales of the mean flow, therefore, most two equation models 
will be in error when applied to non-equilibrium flows. Though somewhat restricted, two-equation models 
are still very popular and can be used to give results well within engineering accuracy when applied to 
appropriate cases (Celik 1999). 
 
In two-equation models, the turbulence length-scale Lk is usually not chosen as a proper dependent variable 
for the Lk -equation. Instead, a combination of k and Lk having the form: 

 

                                                     Z= n

k

m Lk                                                         (3.24) 

 
is chosen as the dependent variable, such that it can be interpreted physically. The commonly used forms of 
Z are (Markatos 1987): 
 

ω≡=
k

LkZ /2/1        (turbulence frequency of energy containing eddies) 

wLkZ k ≡= 2/             (time-average square of the vorticity fluctuations) 

ε≡= kLkZ /2/3         (dissipation rate of turbulence energy) 

kkLZ =                       (energy ~ length-scale product) 

 
It has been shown that the various modeled transport equations for Z differ mainly in diffusion and 
“secondary” source (as a near-wall correction term which is zero for free flows) term. The variable Z=ε is 
the most preferred one because it does not require a secondary source term and a simple gradient diffusion 
hypothesis is fairly good for the diffusion term. An explicit transport equation for ε also eliminates the use 
of any empirical expression (Markatos 1987).  Z=ω is another popular choice for the second variable.  
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The two-equation k-ε and k-ω models are extensively used in this study. All of the simulations are carried 
out using a flow solver FLUENT 6. For easy reference, the transport equations of two k-ε models, i.e. the 
standard k-ε model and the ReNormalization Group (RNG) k-ε model are presented here. For more details 
of the turbulence models used in this study, the interested readers are referred to the textbooks 
recommended at the beginning of this chapter or to Fluent Inc. (2001). 
 
 
3.3.4.1 The standard k-ε model  

 
The two-equation k-ε turbulence model was first developed by Launder and Spalding (1974), which 
remains as the most widely used turbulence model for a range of engineering flows and is often referred to 
as the standard k-ε model.  
 
For incompressible flows, the model has the following form (Fluent Inc. 2001): 
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where  

 

kσ and εσ are turbulent Prandtl numbers for k and ε, respectively; kS and εS are the source terms 

 

kG represents the generation of turbulent kinetic energy due to the mean velocity gradients: 
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bG represents the production of turbulent kinetic energy due to buoyancy: 
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ig is the component of the gravitational vector in i-direction, β is the thermal expansion coefficient and is 

defined as: 
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For ideal gas, equation 3.28 reduces to: 

                                           
it

t

ib
x

gG ∂
∂−= ρ

ρσ
µ

                                                          (3.30) 

 
The turbulent (eddy) viscosity µt is obtained by combining k and ε as follows: 
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Cµ, ε1C , ε2C , ε3C are model coefficients. Cµ, ε1C , ε2C , kσ  and εσ are constants and have the following 

values as originally proposed by Launder and Spalding (1974): 
 

Cµ=0.09, ε1C =1.44, ε2C =1.92, kσ =1.0, εσ =1.3 
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ε3C is determined from the equation: 

                                             
u

v
C tanh3 =ε                                                                     (3.32) 

 
where v is the component of the flow velocity parallel to the gravitational vector and u is the component of 
the flow velocity perpendicular to the gravitational vector. 
 
 
3.3.4.2 The RNG k-ε model 

 
The RNG k-ε turbulence model is derived from the instantaneous Navier-Stokes equations by using a 
mathematical technique called “ReNormalization Group'' (RNG) method.  The analytical derivation results 
in a model with constants different from those in the standard k- model, and additional terms and functions 
in the transport equations for k and ε. The RNG k-ε model is very similar in form to the standard k-ε model. 
For incompressible flows, the transport equations for k and ε are as follows (Fluent Inc. 2001): 
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As with the standard k-ε model, the Gk and Gb terms in the above equations represent the generation of 
turbulence kinetic energy due to the mean velocity gradients and due to buoyancy, respectively, they are 
calculated using the same equations 3.27 and 3.28 as in the standard k-ε model. The quantities of αk and αε 
are the inverse effective Prandtl numbers for k and ε, respectively; Sk and Sε are the source terms for k and ε, 
respectively.  
 
The scale elimination procedure in RNG theory results in a differential equation for turbulent viscosity: 
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where µµν /ˆ

eff
= , Cν ≈ 100. 

 
By integration equation 3.35, an accurate description of how the effective turbulence transport varies with 
the effective Reynolds number (or eddy scale) can be obtained, which allows the model to better handle 
low-Reynolds number and near-wall flows. In high-Reynolds number limit, the equation 3.35 gives the 
same form for computing the turbulent viscosity as equation 3.31 but with a slightly different coefficient 
Cµ=0.0845, which was derived by using RNG theory.   
 
The inverse effective Prandtl numbers αk and αε are computed using the following formula derived by the 
RNG theory: 
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where α0 =1.0. In the high-Reynolds number limit (µmol/µeff <<1), αk = αε ≈1.393, that means the effective 
Prandtl numbers for k and ε are about 0.7178. 
 
The main difference between the RNG and standard k-ε models lies in the additional term in the ε equation 
given by  
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where η≡Sk/ε, η0=4.38, β=0.012. 
 
The effects of this term in the RNG equation can be seen more clearly by rearranging equation 3.33. Using 
equation 3.37, the third and fourth terms on the right-hand side of equation 3.33 can be merged and the 
resulting equation can be rewritten as: 
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where *

2εC is given by 

 

                                                                  
3

0

3

2

*

2 1

)/1(

βη
ηηρηµ

εε +
−+= C

CC                                                        (3.39) 

 
In regions where η<η0, the R term makes a positive contribution, and *

2εC becomes larger than C2ε.  In the 

logarithmic layer, for instance, it can be shown that η≈3.0, giving *

2εC ≈ 2, which is close in magnitude to 

the value of in the standard k-ε model (1.92). As a result, for weakly to moderately strained flows, the RNG 
model tends to give results largely comparable to the standard k-ε model. In regions of large strain rate 
(η>η0 ), however, the R term makes a negative contribution, making the value of *

2εC less than C2ε. In 

comparison with the standard k-ε model, the smaller destruction of ε augments ε, reducing k and, 
eventually, the effective viscosity.  As a result, in rapidly strained flows, the RNG model yields a lower 
turbulent viscosity than the standard k-ε model. Thus, the RNG model is more responsive to the effects of 
rapid strain and streamline curvature than the standard k-ε model, which explains the superior performance 
of the RNG model for certain classes of flows (Fluent Inc. 2001). 
 
The model constants in equation 3.33 are derived from the RNG theory and have the following values: 
 

C1ε=1.42 and C2ε=1.68 
 

The coefficient C3ε is determined by equation 3.32. 
 
 
3.4 Turbulence modeling for ventilation flows 
 
Many authors have commented on the use of the conventional turbulence models for the simulation of 
indoor ventilation flows. These discussions focused mainly on the problem of appropriate turbulence 
models for simulating indoor airflows, and of using high-Reynolds number turbulence models to predict the 
low-Reynolds number flows often found in ventilation flows and on the use of wall function approach to 
predict convective heat transfer in rooms. Peng (1998) emphasized that due to the complex flow 
characteristics in a ventilated space, three principal and problematic aspects must be well accounted for 
when carrying out numerical simulations with a two-equation model to achieve reliable predictions: 
 • Using the conventional wall function might be an inappropriate approach for near-wall treatment, 

particularly when the flow is not fully developed turbulence (e.g. with low supply air flow rate) 
and when the flow is characterized by separation and affected by thermal buoyancy forces. • Using turbulence models without incorporating LRN formulation, for example the standard high-
Reynolds number k-ε turbulence model, might be one of the main sources of error in predictions 
since most ventilation flows are characterized by LRN turbulence. 
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• Using LRN turbulence models that cannot accommodate well near-wall turbulence behavior 
associated with buoyancy effects and laminar-turbulence transition might result in predictions 
deviating far from reality in air-to-wall convective heat transfer and in computed mean flow field. 

 
By far systematic evaluation on the performance of turbulence models for indoor airflow simulation is rare 
in the literature, possibly due to the lack of quality validation data. The few evaluation works having been 
done thus far were mainly for 2D ventilation cases and with very simple configurations, thus the 
conclusions obtained from these works are only of limited value for the correct evaluation of turbulence 
models on their capability to predict practical ventilations flows, which are, in most cases, three 
dimensional with complicated flow features and internal configurations.  Chen (1995, 1996) tested eight 
popular eddy-viscosity and Reynolds-stress models for 2D natural convection, forced and mixed 
convection, and impinging jet flows in rooms, he found that none of these models produces satisfactory 
results. Among them the performance of the RNG k-ε model is slightly better than that of the standard k-ε 
model, he thus recommended using the RNG k-ε model for indoor air flow simulations. Gan (1998) 
systematically evaluated the different terms in the RNG k-ε model, by comparison with available 
experimental data, he found that the RNG k-ε model predicts better the buoyancy-induced flow in a 
differentially heated tall cavity than does the standard k-ε model, he thus recommended using this model to 
predict buoyancy-induced flows often found in an indoor environment. He further concluded that the 
improvement comes mainly from the rate-of-strain term Rε in the ε equation 3.34 and in equation 3.37. 
Murakami et al. (1994) examined the performances of the standard k-ε model, an algebraic stress model 
(ASM) and a Reynolds stress model for predicting a nonisothermal horizontal jet flow in a room, they 
concluded that the RSM model clearly manifest the turbulence structures of the flow field, and thus is more 
accurate than the standard k-ε model. In an earlier review, Chen et al. (1992) concluded that the standard k-
ε model is the most appropriate turbulence model in computing room airflows. In a more recent report, 
Chen et al. (2001) still confirmed that no turbulence models performed superior to the standard k-ε model 
for indoor airflow simulations. It can be seen that there is no a common consensus about which model 
performs best for the indoor air flow simulation, perhaps such a model doesn’t exist; but in practice, the k-ε 
type turbulence models remain as the most widely used models for indoor air flow simulation at present. 
 
As discussed in Chapter 2, ventilation flows are often low-Reynolds number flows due to the consideration 
of thermal comfort and energy saving, and there are often transitional flow and/or relaminarization flow in 
some regions of a ventilated space. Buchanan (1997) indicated that one important problem with current 
CFD models that are commonly used to simulate indoor air flows, and the complex phenomena which they 
possess, is that these models have been developed from information pertaining to very simple flows. They 
were not developed to simulate complex geometries and the complicated mechanisms that indoor airflows 
often have. Also, these models were developed assuming the flow is at a high Reynolds number, but it is 
not the case for the air flows in most modern buildings. Thus, it is of vital importance that more 
complicated, realistic environments be examined and comparisons be made with experimental data to 
determine the limits of current models.  He emphasized that model validation is necessary because a model 
may work well in one situation but poorly when conditions are slightly different. Chen (1997) also 
commented that in many room airflows such as natural convection flows the Reynolds numbers are rather 
low. Most of the turbulence models were developed from some basic flows of high Reynolds numbers. 
They are not suitable for the prediction of indoor airflows for which the Reynolds number is considerably 
low. Therefore, excellent agreement is impossible between computed results and measured data. 
 
Many authors have commented the importance of the appropriate near-wall treatment for the correct 
prediction of ventilation flows especially for the accurate prediction of convective heat transfer at walls. 
Loomans (1998) indicated that the prediction of surface convection remains problematic for CFD, 
principally because of the nature of turbulence in room air flows and the related treatment of near-wall 
regions. The standard k-ε turbulence model with log-law wall functions remains by far the most commonly 
employed approach in the CFD modeling of room air flows, although it has been well demonstrated that 
this can lead to significant errors in surface convection predictions. Gan (1998) indicated that the grid 
distribution near the wall surface is important for the correct prediction of heat transfer near walls. When 
the air temperature gradient is evaluated at the wall for calculating wall heat transfer, at least the first grid 
point should lie in the viscous region. However, if the grid points rather than the first are too close to the 
wall, the equations for turbulent flow, unless incorporating a low-Re model, may inappropriately be applied 
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to the viscous region. On the other hand, if the first grid point is place outside the buoyancy-induced 
boundary layer, using wall functions will result in unreliable flow predictions. The optimum position of the 
inner grid point for predicting buoyant flow using k-ε models is thus near the outer edge of the viscous 
region ( 5~3=+y ) so that the next computational grid point is just beyond the region. For the accurate 

prediction of the wall heat transfer, the common consensus is that a low-Reynolds number (LRN) 
turbulence model should be used which allows the direct integration to the walls.  Another advantage of 
LRN turbulence models is that the laminar and turbulent flow regimes need not be specified a priori but 
may be computed within the framework of the model. LRN k-ε models have been applied to natural 
convection flows by various investigators, they all concluded that the Jones and Launder model or its 
variations should be used when modeling turbulent natural convection (Heindel et al. 1994). However, the 
option to abandon the wall functions by solving the near-wall flow characteristics via low-Reynolds 
number modified turbulence models is restricted in practice by fine grid requirements and the necessary 
computing power. Thus the application of empirical relations currently presents a more realistic alternative 
when the relation and the position of the reference temperature are strictly defined (Loomans 1998; 
Gosman 1999). 
 
 
3.5 Remarks 

 
Turbulence modeling still remains as one of the most important problems for the correct prediction of 
indoor air flows. Due to the complicated flow features and pervasive low-Reynolds number effects that 
often exist in ventilation flows, it seems that an universal model which can account well for all such flow 
features in ventilation flows doesn’t exist, thus model validation is always an important and necessary step 
in conducting numerical simulation of ventilation flows—which forms the main part of the present study. 
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 Chapter 4  

 

Numerical Simulation for 2D and 3D Isothermal Ventilation Flows 
 
 

In this chapter, validation studies of numerical simulation on 2D/3D isothermal ventilation flows are 

presented.  

 

 

In this chapter, three isothermal ventilation test cases, i.e., a baseline 2D test case, a case for 3D ventilation 
in a partitioned model room and a case for 3D ventilation with complicated boundary conditions are studied 
to validate the numerical models and simulation results.  
 
 
4.1 Validation study: IEA Annex 20 Test Case 2D (Force convection in a 2D room) 
 

In the IEA Annex 20 project, a simple 2D test case (Test Case 2D) for forced convection was used as a 
baseline test case to benchmark the CFD codes and turbulence models. The configuration of this test case is 
shown in Fig. 4.1 with L/H=3.0, h/H=0.056 and t/H=0.16, where H=3.0m, L=9.0m, h=0.168m and t=0.48m 
(Nielsen 1990; Lemaire 1993). 
 

 
 

Fig. 4.1 Configuration of the IEA Annex 20 2D Test Room (Nielsen 1990) 
 
Experimental data for this test case were obtained from a scale model room using LDA (Restivo 1979). The 
data include measured horizontal velocity component U and turbulence intensity at two vertical lines of 
x=H (x=3m) and x=2H (x=6m) and two horizontal lines of y=h/2 (y=0.084m) and y=H-h/2 (y=2.916m). 
The experimental data are expressed in terms of dimensionless horizontal velocity U/Uo and horizontal 
turbulent velocity U'/Uo, where Uo is the supply air velocity at the inlet, U is the horizontal velocity 
component and U' is the horizontal turbulence velocity component.  
 
To obtain U' from simulation results, Nielsen (1990) gave the following relations for the turbulence 
velocities in the other two directions: 
 

V'2 ~ 0.6 U'2     (Y direction) 
W'2 ~ 0.8 U'2    (Z direction) 

 
From the definition of turbulent kinetic energy k= (U'2+V'2+W'2)/2, the horizontal turbulence velocity 
component U' (X direction) can be obtained as: 
 

                         U' =
1.1

k
                                            (4.1) 
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Test condition 

The Reynolds number based on the inlet height (h) is about 5000, which corresponds to an inlet velocity Uo 
of 0.455m/s. The turbulent kinetic energy k and dissipation rate ε at the inlet are given by Nielsen (1990) as 
the following: 

 
2)04.0(5.1

oo
Uk ⋅=                     (4.2) 

 
     

oo
lk /5.1

0=ε                            (4.3) 

 
where lo is the length scale of the inlet, lo = h/10. The above inlet conditions correspond to a turbulence 
intensity of 4% (Nielsen 1990). 
 
Boundary conditions 

The boundary conditions for this test case can be summarized as: 
 

Inlet:  

velocity inlet     
Uo = 0.455 m/s, Vo=0 m/s 
ko, εo as defined in equations 4.2~4.3. 

Outlet:  

outflow, i.e. dp/dx=0  
 

where Vo is the vertical velocity component at the inlet and p is pressure. 
 
4.1.1 Numerical simulation with different k-ε turbulence models  

 
4.1.1.1 Prediction with standard k-ε turbulence model 

 
The most widely used standard k-ε model is used as a baseline model for this test case. The predicted flow 
pattern using the standard k-ε model and a mesh grid of 50x28 is shown in Fig. 4.2; a comparison with 
experimental data of the prediction results using standard k-ε model and three different near-wall 
treatments: standard wall-function (SWF), non-equilibrium wall function (NEWF) and enhanced wall 
treatment (EWF) is given in Fig. 4.3.  It can be seen that the predicted results from these three different 
near-wall treatments are nearly the same. The X velocities in the wall jet (Y=0.084m) and near the floor 
(Y=2.916m) are slightly under-predicted, but in total the predicted velocity profiles correspond very well to 
the measured data. The prediction using enhanced wall treatment under-predicts more of the jet velocity in 
the upper right corner than using the other two near-wall treatments, but the predicted turbulent velocity in 
that region is closer to the measurement. Only with EWF the small recirculation flow at the upper right 
corner can be predicted but it is much weaker than that observed. The turbulent velocity is under-predicted 
in most part of the test room, but near the outlet, the turbulence velocity is largely over-predicted.  
 
 

 
 

Fig. 4.2 Predicted flow pattern using standard k-ε model and standard wall function 
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Fig. 4.3 Comparison of the predicted results with experimental data using standard k-ε model 
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4.1.1.2 Prediction with RNG k-ε model and Realizable k-ε model 

 

The predictions using RNG k-ε model and Realizable k-ε model together with SWF are shown in Fig. 4.4. 
The mesh grid used is again 50 x 28. As a baseline result, the prediction using standard k-ε model and SWF 
is also shown in Fig. 4.4. It can be seen that the predictions from the standard k-ε model and the RNG k-ε 
have very little difference, the Realizable k-ε predicts better the jet flow at X=6m but under-predicts the X 
velocity near the floor, it under-predicts also more of the turbulent velocity than do the other two k-ε 
models. The turbulent velocity near the outlet is again greatly over-predicted. 
 

4.1.1.3 Prediction with low-Reynolds number (LRN) k-ε turbulence models 

 

In Fig. 4.5, the predictions using six low-Reynolds number k-ε models, i.e., the Abid, Lam-Bremhorst (LB), 
Launder-Sharma (LS), Yang-Shih (YS), Abe-Kondoh-Nagano (AKN) and Chang-Ksien-Chen (CKC) 
models are compared, the computation mesh used is 80x41. A finer mesh of 100x52 was also tested, no 
appreciable difference was found between the predictions from these two meshes. The prediction from the 
standard k-ε model (Std k-e) with a mesh size of 50x28 is also shown in Fig. 4.5. It can be seen that the 
predictions between the LRN k-ε models and also the standard k-ε model show very little difference for the 
four X velocity profiles, except near the floor (Y=2.916m) where the predicted X velocity profiles using 
LRN k-ε models are slightly better  than that predicted using the standard k-ε model. The LB model and the 
Abid model predict better the four turbulent velocity profiles, the prediction from the YS model is the worst. 
None of these models is able to predict the small recirculation flow at the upper right corner, which is 
indicated by the negative X velocity near the right wall at Y=0.084m. 
 
4.1.2 Prediction with k-ω turbulence models 

 
The predictions using standard k-ω (Std k-O) model and the shear-stress transport (SST) k-ω (SST k-O) 
model are shown in Fig. 4.6. While the standard k-ω model can give comparable prediction results for the 
four X-velocity profiles compared with those obtained from the standard k-ε model, the prediction from the 
SST k-ω model is amazingly bad for both the X-velocity profiles and the turbulent velocity profiles. It is 
not known what the reason is for such a result, it was repeatedly observed when working with different 
mesh sizes. Attention has been paid to assure that the dimensionless distance of the first cell center to the 
nearest wall Y+ is about 30, but the same result was always observed.  
 
In Fig. 4.6 the predictions from the two k-ω models with transitional flow correction (the LRN version of 
the two models) are also compared with experimental data. The strange behavior of the SST model 
especially in the region near the floor (Y=2.916m) is again observed. The standard k-ω model yields 
reasonable prediction in this region but its LRN version shows the same strange behavior as does the SST 
model. The LRN version of the two k-ω models do capture the small recirculation flow at the upper right 
corner of the model room, but the prediction for the turbulent velocity profiles is far from the measured 
data. 
 
4.1.3 Prediction with the RSM model 

 
The predictions using the RSM model with different near-wall approaches are compared in Fig. 4.7. It can 
be seen that the predicted results are less good than those obtained using standard k-ε model, especially 
when the wall-reflection (WR) term is included in the RSM model. It’s rather amazing to see that the RSM 
model only predict a very weak recirculation flow at the upper right corner of the model room, and it over-
predicts the turbulent velocity in the jet flow but under-predicts the turbulence level in other regions of the 
model room. 
 
4.1.4 Remarks 

 
It seems that for 2D ventilation flows, the k-ε models and their LRN variants perform better than the k-ω 
models and the RSM model. The calculation converges very smoothly and quickly, good results can be 
obtained even with rather coarser meshes. The recirculation flow at the upper right corner is best predicted 
by the k-ω models, the RSM model predicts only a very weak recirculation flow. 



 41

U/Uo

R
oo

m
 H

ei
gh

t (
m

)

-0,5 -0,25 0 0,25 0,5 0,75 1
0

0,5

1

1,5

2

2,5

3

X=3m
Standard
RNG
Realizable
Exp.

        U'/Uo

R
oo

m
 H

ei
gh

t (
m

)

0 0,04 0,08 0,12 0,16 0,2
0

0,6

1,2

1,8

2,4

3

X=3m
Standard
RNG
Realizable
Exp.

 

  U/Uo

R
oo

m
 H

ei
gh

t (
m

)

-0,5 -0,25 0 0,25 0,5 0,75 1
0

0,6

1,2

1,8

2,4

3

X=6m
Standard
RNG
Realizable
Exp.

        U'/Uo

R
oo

m
 H

ei
gh

t (
m

)

0 0,04 0,08 0,12 0,16 0,2
0

0,6

1,2

1,8

2,4

3

X=6m
Standard
RNG
Realizable
Exp.

 

 Room Length (m)

U
/U

o

0 1 2 3 4 5 6 7 8 9
-0,4

-0,2

0

0,2

0,4

0,6

0,8

1

1,2

Y=0.084m
Standard
RNG
Realizable
Exp.

        Room Length (m)

U
'/U

o

0 1 2 3 4 5 6 7 8 9
0

0,03

0,06

0,09

0,12

0,15

0,18

0,21

0,24

Y=0.084m
Standard
RNG
Realizable
Exp.

 

  Room Length (m)

U
/U

o

0 1 2 3 4 5 6 7 8 9
-0,45

-0,3

-0,15

0

0,15

0,3

0,45

0,6

0,75

Y=2.916m
Standard
RNG
Realizable
Exp.

        Room Length (m)

U
'/U

o

0 1 2 3 4 5 6 7 8 9
0

0,03

0,06

0,09

0,12

0,15

0,18

0,21

0,24

Y=2.916m
Standard
RNG
Realizable
Exp.

 
 

Fig. 4.4 Comparison of predicted results using different k-ε models with experimental data 
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Fig. 4.5 Comparison of the predictions using different LRN k-ε models 
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Fig. 4.6 Comparison of the predictions using the Standard and SST k-Ω models and their LRN versions 
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Fig. 4.7 Comparison of the predicted results using the RSM model and different near-wall treatments 
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4.2 Validation study: Forced convection in a partitioned 3D room 

 
To further evaluate the performance of different turbulence models for the prediction of 3D ventilation 
flows, an isothermal ventilation flow in a 3D partitioned room as reported in Buchanan (1997) was chosen 
as the test case. The experiment was carried out in a model room which has the dimensions of 0.915m x 
0.46m x 0.3m. The model room is about 1/10 scale of a typical modern office room, it has one inlet and one 
outlet, both of them are of 0.1m x 0.1m size and located on the room ceiling. At the middle of the room, a 
partition wall which is of half of the room height (0.15m) is located. The configuration of the model room 
is shown in Fig. 4.8a. 
 

0.
3m

0.46m

0.915m

0.235m/s

X

YZ

     
                            
                         a. Model room configuration                                               b.  Locations of velocity measurement 
 

Fig. 4.8 Model room configuration and velocity measurement locations 
 
 

Test Conditions 

 
The air supply velocity at the inlet is 0.235m/s, which gives a Reynolds number of about 1600 based on the 
inlet size. The partition wall is very thin; its thickness is only of 0.01m. Measurements were carried out 
using LDA along the inlet jet center-line and along a line on the symmetry plane at half the height of the 
partition wall (Z=0.075m, Fig. 4.8b).  Only the vertical velocity components (Z-velocities) at different 
locations were measured. 
 
Boundary conditions 

 
According to Buchanan (1997), the following boundary conditions are used in the numerical simulations: 
 
Inlet: 

Velocity inlet, Vz=−0.235m/s. 
 
Turbulence quantities at the inlet: 

 
Turbulence intensity TI=4.4%, hydraulic diameter D=0.1m. 

 
For k-ε models and the RSM model, the turbulent kinetic energy (TKE, k) and its dissipation rate 
(ε) at the inlet are calculated using the following equations: 
 

225.1
inletinlet

UTIk =                                 (4.4) 

lkC inletinlet /2/34/3µε =                                (4.5) 

 
where   
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l is the length scale of the inlet, Dl 07.0=  (Fluent Inc. 2001, Versteeg et al. 1995); Cµ is a 
constant which is 0.09. 
 
For k-ω models, the TKE at the inlet is calculated using equation 4.4 and the specific dissipation 
rate ω is calculated using the following equation (Fluent Inc. 2001): 

 
                          lkC /2/14/1−= µω                                         (4.6) 

 
 
Outlet: 

Pressure outlet, i.e., the gauge pressure at the outlet equals zero. 
 
 
 
4.2.1 Prediction with two-equation models 

 

Three two-equation k-ε models, i.e., the standard k-ε model, the RNG k-ε model and the Realizable k-ε 
model and two k-ω models, i.e., the standard and the SST k-ω models were tested. Although the 
configuration is rather simple, the air flow in the room has rather complicated features including 
impingement, recirculation and separation, which have been proven to be a non-trivial test for the 
turbulence models. Also the flow in most part of the room is rather slow, which poses another challenge for 
the turbulence models and the near-wall treatment methods. 
 
4.2.1.1 Prediction with k-ε models 

 

As was anticipated, the flow in the room has rather complicated flow features and all the k-ε models fail to 
reasonably predict the measured velocity profiles along the line at half of the height of the partition wall on 
the symmetry plane (i.e., Y=0.23m and Z=0.075m, referred to as mid-height line hereafter).  Fig. 4.9 shows 
the general flow pattern at the symmetry plane of the model room predicted using RNG k-ε model. It can 
be seen that around the inlet jet, there are strong recirculation flows in the room; near the top of the 
partition wall, flow separation takes place. 
 

 
 

Fig. 4.9 Predicted flow pattern at the symmetry plane of the model room 
 
In Fig. 4.10, the predictions using standard k-ε model and three different near-wall treatments (standard 
wall function, non-equilibrium wall function and enhanced wall treatment) are compared with experimental 
data. It can be seen that the recirculation flows at both sides of the inlet jet are not correctly predicted, the 
Z-velocities in the two recirculation regions are over-predicted and in the impinging region under-predicted. 
Among the three near-wall treatment methods, the non-equilibrium wall function gives slightly better 



 47

prediction for the Z-velocity in the recirculation regions, but the two velocity peaks near the partition wall 
and the right-wall is greatly under-predicted. The standard wall function predicts better the peak velocities 
near these two walls, but the prediction for the recirculation regions especially the recirculation near the 
right wall is less good. Among the three near-wall treatments, the enhanced wall treatments has the worst 
performance, it under-predicts the Z-velocities in both the impinging region and along the inlet jet center-
line much more than the other two near-wall treatment methods. It’s an amazing result because the 
enhanced wall treatment is said to be valid throughout the whole near-wall region (i.e., laminar sublayer, 
buffer region, and fully-turbulent outer region) (Fluent Inc. 2001).  Further tests using RNG k-ε model and 
Realizable k-ε model together with the enhanced near-wall treatment show the similar results. 
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                                 (a) Mid-height line                                                           (b) Jet center-line 
 

Fig. 4.10 Comparison of the predicted velocity profiles with measurements using standard k-ε model  
and different near-wall treatments (Mesh size: 74x34x32) 

 
 
 It should be noted that the flow in most part of the model room is rather slow, the mesh used in the above 
calculations is already too fine for working with a wall-function approach because the maximum 
dimensionless distance of the first grid cell to the nearest wall Y+ is only about 7, which is much lower than 
the recommended value (about 30) and violates the minimum requirement of Y+ ≥ 11.5 for the standard 
wall function and non-equilibrium function approaches. If a Y+ value of about 30 is to be used, a rather 
coarse mesh should be used which is obviously not capable of resolving the strong recirculation flows in 
the room. Fig. 4.11 shows the effect of the mesh resolution on the prediction results.  
 
It can be seen from Fig. 4.11 that when a coarse mesh of 43x16x16 is used which conforms to the 
requirement of Y+ ≈ 30 of the standard wall function and non-equilibrium wall function, the Z-velocities in 
the recirculation region near the right wall are greatly over-predicted and in the impinging region under-
predicted; increasing the mesh resolution improves the prediction of the Z-velocity in these two regions and 
along the jet center-line, but when the mesh size in the X-direction is increased to 82 and above, the 
predicted results along the mid-height line and the jet center-line have practically no change.  In the 
predictions shown in Fig. 4.11, the non-equilibrium wall function is employed, again the last three mesh 
grids used are too fine for this wall function approach but they are still not enough to resolve the 
recirculation flows in the room. 
 
In Fig. 4.12 a comparison of the predicted results with measurements using the three k-ε models and the 
same mesh as shown in Fig. 4.10 (74x34x32) is given. It can been seen that the prediction using these three 
models doesn’t differ much; the standard k-ε under-predicts most seriously the peak of Z-velocities near 
the partition wall and the right wall, the realizable k-ε predicts best the peak of Z-velocities at these two 
places but over-predicts most seriously the Z-velocities in the recirculation region near the right wall. In 
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total, the RNG k-ε model has the best overall performance which is only marginally better than that of the 
standard k-ε model. The predicted Z-velocity profiles from all the three k-ε models are far from the 
measured one which means that the k-ε models are not capable of correctly predicting the recirculation 
flows in the room. The prevailing low-Reynolds number (LRN) flow in the room also needs other better 
near-wall treatments. 
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                                (a) Mid-height line                                                               (b) Jet center-line 
 

Fig. 4.11 Influence of mesh resolution on the predicted results 
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                                (a) Mid-height line                                                         (b) Jet center-line 
 

Fig. 4.12 Comparison of the predictions from different k-ε models 
 
 
4.2.1.2 Prediction with low-Reynolds number (LRN) k-ε models 

 
Because of the prevailing LRN effect in the test room, it may not be appropriate to use the wall function 
approach to simulate such a kind of flows, the k-ε model with low-Reynolds number modification may 
represent a better approach.  
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Fig. 4.13 is a comparison of predicted Z-velocity profiles with experiment data using three LRN k-ε models 
and a mesh grid of 83x36x32.  
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                                (a) Mid-height line                                                          (b) Jet center-line 
 

Fig. 4.13 Comparison of the predicted Z-velocity profiles with measurements using LRN k-ε models 
(Mesh size: 83x36x32) 

 
It can been seen that the predictions show big improvement compared with those obtained using k-ε models 
with wall function approach, the recirculation flow near the partition wall is nicely predicted, but the 
recirculation flow near the right wall is still not well predicted, also the maximum Z-velocity near the 
partition wall is over-predicted. Further attempt to increase the mesh resolution do improve the prediction 
in this region, but the prediction near the partition wall becomes less well. Fig. 4.14 shows the predictions 
with four LRN k-ε models and with increased mesh resolutions, it can been seen that the prediction in the 
two recirculation regions and also along the jet center-line from the mesh 114x54x48 is slightly better than 
that from the mesh 101x46x32, but the improvement is marginal, and the maximum Z-velocity near the 
right wall is slightly over-predicted. It can be anticipated that a full resolution of the two recirculation 
regions will need very fine mesh which will then need much more computational resources to carry out the 
simulations. In general, it can be concluded that the LRN k-ε models can capture the main flow features in 
the flow, and the predicted Z-velocity profiles agree reasonably with measurements. In Fig. 4.15 an 
example is given to show the trends of the predicted results with increased mesh resolutions using AKN 
LRN models. For the other three models tested (Abid, CKC and LS), the general trends are the same as that 
shown in Fig. 4.15. 
 
4.2.1.3 Prediction with two-equation k-ω models 

 
The vorticity-based k-ω models show much better performance for the prediction of the strong recirculation 
flows and the flow separation near the partition wall. Fig. 4.16 is a comparison of the predicted velocity 
profiles with measurements using the standard and SST k-ω models and a mesh size of 74x36x32, it’s the 
same mesh as that used in Figs. 4.10 and 4.12. It can be seen that the recirculation flow near the partition 
wall is well predicted, and the peak Z-velocities near the partition wall and the right wall are also very well 
predicted, but as with the LRN k-ε models, the recirculation flow near the right wall is not well predicted. 
The standard k-ω model predicts slightly better the recirculation flow near the partition wall than the SST 
k-ω model, but the Z-velocities in the impinging region and along the inlet jet center-line are less well 
predicted.  
 
In Fig. 4.16, it is also shown the predicted Z-velocity profiles using the two k-ω models with transitional 
flow correction (the LRN version of the two models).  It can be seen that with the transitional flow 
correction, the prediction in the recirculation flow regions and in the impinging region can be improved, 
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but the peak Z-velocity near the partition wall is over-predicted, it seems that the LRN version of both the 
k-ε models and the k-ω model tends to over-predict the peak Z-velocity near the partition wall (cf. Figs. 
4.13~4.15).  Fig. 4.17 shows a close view of the five marked positions in Fig. 4.16a, where the difference 
of the predicted velocity profiles using different models can be more clearly appreciated.  
 
 

Room Length (m)

Z 
V

el
oc

ity
 (m

/s
)

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
-0,3

-0,25

-0,2

-0,15

-0,1

-0,05

0

0,05

0,1

0,15

0,2

Vz
Abid
AKN
CKC
LS
Exp.

      Z Velocity (m/s)

R
oo

m
 H

ei
gh

t (
m

)

0 0,05 0,1 0,15 0,2 0,25
0

0,03

0,06

0,09

0,12

0,15

0,18

0,21

0,24

0,27

0,3

|Vz|
Abid
AKN
CKC
LS
Exp.

 
Mesh size: 101x46x32 
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                               (a) Mid-height line                                                                  (b) Jet center-line 
 

Fig. 4.14 Comparison of predicted Z-velocity profiles with measurements using LRN k-ε models 
 
 

As with the LRN k-ε models, further attempt to refine the mesh do improve the prediction of recirculation 
flow region near the right wall, but the prediction near the partition wall becomes less well. Fig. 4.18 shows 
how the predicted Z-velocity profiles change with different mesh sizes. By comparing Figs.4.15 and 4.18, it 
can be seen that the predicted Z-velocity profiles are very similar, both of the LRN models over-predict the 
peak Z-velocity near the partition wall. The LRN k-ω models perform a little better than the LRN k-ε 
models, because by successively refining the mesh, the degradation of the prediction of the recirculation 
flow near the partition wall is less profound that as with LRN k-ε models. This can be easily seen by a 
comparison of the predicted velocity profiles using AKN LRN k-ε model and LRN SST k-ω model and the 
same mesh 114x54x48 as shown in Fig. 4.19. 
 
 



 51

Room Length (m)

Z 
V

el
oc

ity
 (m

/s
)

0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
-0,3

-0,25

-0,2

-0,15

-0,1

-0,05

0

0,05

0,1

0,15

0,2

Vz
83x32x32
85x40x32
101x46x32
114x54x48
Exp.

      Z Velocity (m/s)

R
oo

m
 L

en
gt

h 
(m

)

0 0,05 0,1 0,15 0,2 0,25
0

0,03

0,06

0,09

0,12

0,15

0,18

0,21

0,24

0,27

0,3

|Vz|
83x32x32
85x40x32
101x46x32
114x54x48
Exp.

 
 

                                      (a) Mid-height line                                                                 (b) Jet center-line 
 
Fig. 4.15 Comparison of predicted Z-velocity profiles using AKN LRN k-ε model and different mesh sizes 
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Fig. 4.16 Comparison of predicted Z-velocity profiles with measurements using k-ω models 
(Mesh size: 74x34x32) 
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Fig. 4.17 Close views of the five marked positions in Fig. 4.16a 
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Fig. 4.18 Comparison of predicted results using SST k-ω model (with transitional flow correction) 
 and different mesh sizes
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                                    (a) Mid-height line                                                              (b) Jet center-line 
 

Fig. 4.19 Comparison of the predicted results using AKN LRN k-ε model and LRN SST k-ω model 
 
 

4.2.2 Prediction with the RSM model 

 
As shown above, none of the two-equation k-ε models and k-ω models can well predict the strong 
recirculation flow near the right wall, this may be a consequence of the isotropic eddy-viscosity hypothesis 
used in these models. The RSM model which solves directly the individual Reynolds-stresses may better 
represent the strong anisotropic flow feature in this region. Fig. 4.20 is a comparison of the predicted Z-
velocity profiles with measurements using RSM model and a mesh size of 114x54x48. It can be seen that 
compared with the above two-equation  eddy-viscosity models, the recirculation flow near the right wall is 
better predicted; the recirculation flow near the partition wall is well predicted too, but the peak Z-velocity 
near the partition wall is again over-predicted, this seems to be the consequence of finer mesh near the 
partition wall. In Fig. 4.20, three near-wall approaches, i.e., standard wall function (SWF), non-equilibrium 
wall function (NEWF) and enhanced wall treatment (EWF) are compared, also the predictions using RSM 
model with/without the wall-reflection (WR) term are compared. It can be seen that using SWF together 
with WR term gives the best overall prediction of the measured Z-velocity profiles; the prediction using 
NEWF and with WR term is good enough too, except that the peak Z-velocity near the right wall is a little 
under-predicted. With SWF, the peak Z-velocity near the right wall is well predicted but near the partition 
wall it is over-predicted. As with the two-equation k-ε models, the enhanced wall treatment gives the worst 
prediction for both of the Z-velocity profiles along the mid-height line and the Jet center-line.  
 
It should be noticed that the near-wall mesh grids used in the above predictions are too fine to work with 
the SWF and NEWF approaches, because the maximum Y+ value is only about 1.7, which is far less than 
the recommended Y+ value (about 30) for working with SWF and NEWF. But from Fig. 4.20 it can be seen 
that the prediction reproduces enough well the measured velocity profiles. It is thus anticipated that with a 
LRN version of the RSM model or with a better near-wall treatment, the RSM model should be able to 
predict well the recirculation flows in the model room. It is also noticed that enough mesh resolution is 
essential to capture the anisotropic flow feature in the recirculation flow regions. Fig. 4.22 shows how the 
predicted Z-velocity profiles change with different mesh sizes, the SWF and the WR term were used in the 
predictions. It can be seen that compared with two-equation eddy-viscosity models, the RSM model gives 
the best prediction of the recirculation flows. 
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Fig. 4.20 Comparison of the predicted Z-velocity profiles using RSM model with measurements 
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Fig. 4.21 Close views of the four marked places in Fig. 4.20a 
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                                  (a) Mid-height line                                                                  (b) Jet center-line 
 

Fig. 4.22 Comparison of the predicted velocity profiles with measurements  
using RSM model and different mesh sizes 

 
 
4.2.3 Large-eddy simulation 

 
Large-eddy simulation is a promising approach to simulate ventilation flows and to study ventilation flow 
characteristics. By dividing the turbulent fluid motion into “large eddies” and “small eddies” and explicitly 
solving the large eddies in a three-dimensional, time-dependent manner and modeling only the unresolved 
small scale eddies, large-eddy simulation significantly reduces the dependence of the simulation results on 
the turbulence models used.  It is generally believed from experiment evidences that the large eddies are 
more important in turbulence transport and more problem-dependent, whereas the small eddies are mainly 
responsible for the dissipation of turbulent kinetic energy and are more universal in nature, therefore their 
effects can be better represented by a general turbulence model, it is thus assumed that LES is physically 
superior to turbulent transport models. Much hope has been placed on large eddy simulation for more 
faithfully simulating complex turbulent flows—especially for the cases in which laminar, transitional and 
turbulent flows coexist—which is often the case in a ventilated space and is very difficult to handle with 
conventional turbulent transport models. There are very few reports on large-eddy simulation of indoor air 
flows in the literature, mainly due to the high computational cost needed to carry out large-eddy 
simulations because very fine mesh grids are needed to resolve the “larger energy carrying eddies”.  Some 
recent exploratory work using LES to simulate indoor ventilation flows have been reported by Davidson 
(1996a, 1996b), Emmerich (1998), Bennetsen (1999) etc., all these LES simulations were for a simple 3D 
ventilated enclosure without any obstacle, good results were obtained compared with experimental data. 
These work also revealed that when the simple Smagorinsky subgrid scale (SGS) model is used, the 
predicted results show some dependence on the Smagorinsky constant Cs. It is the intention of the present 
study to further explore the performance of LES for simulating indoor ventilation flows with complicated 
flow features like impingement, recirculation and separation as found in this test case. The Smagorinsky-
Lilly (SL) SGS model and a RNG-based SGS model are used to represent the influence of the subgrid scale 
turbulence on the resolved flow.   
 
In the literature, the Smagorinsky constant Cs for the SL SGS model varies in the range from Cs=0.065 to 
Cs=0.25 (Davidson, 1996b). For simulating indoor air flows, Davidson tried Cs=0.14 and Cs=0.18, and 
found that the prediction result changes considerably as the Cs changes, he thought that this value may be 
both flow-dependent and grid-dependent. Emmerich (1998) used Cs=0.1, 0.14, 0.18 and 0.23, he found that 
the Cs value is somewhat grid dependent, Cs=0.18 seems to give better results when using a coarser mesh 
while Cs=0.14 appears to give better results for finer meshes. The model constant for RNG SGS model is 
given by theory and has a fixed value Crng=0.157, which is an advantage over the SL SGS model. In 
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highly turbulent regions of the flow, the RNG-based subgrid-scale model reduces to the Smagorinsky-Lilly 
model with a different model constant. In low-Reynolds-number regions of the flow, the effective viscosity 
recovers molecular viscosity, this enables the RNG-based subgrid-scale eddy viscosity to model the low-
Reynolds-number effects encountered in transitional flows and near-wall regions (Fluent Inc. 2001). It is 
thus anticipated that the RNG-based SGS model may be better suited for the prediction of indoor 
ventilation flows than the Smagorinsky-Lilly SGS.  
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                                   (a) Mid-height line                                                               (b) Jet center-line 
 

Fig. 4.23 Comparison of the predicted Z-velocity profiles with measurements  
using SL and RNG SGS models 

 
Fig. 4.23 shows a comparison of the predicted velocity profiles with measurements using SL and RNG 
SGS models, the mesh size used is 114x54x48. In the simulations, the convection terms as well as the 
diffusion terms are discretized using the second-order central-differencing scheme, the PISO scheme is 
used for the velocity-pressure coupling, the time-matching scheme is second-order implicit.  It can been 
seen that the two SGS models have similar performance for this test case: the recirculation flows between 
the jet and the partition wall and the right wall are reasonably predicted, but the prediction is not as good as 
that obtained with the RSM model as shown in Figs. 4.20 and 4.21. This may be a consequence of using the 
isotropic eddy-viscosity SGS model and/or the insufficient mesh resolution in these regions. The RNG SGS 
model doesn’t show any better performance than the SL SGS model. A close view of the four marked 
places in Fig. 4.23a revealed that as the value of the Smagorinsky constant Cs increases, the over-prediction 
of the peak Z-velocity near the partition wall and the right wall decreases, the RNG SGS model over-
predicts most seriously the peak Z-velocities in these two regions. In the two recirculation-flow regions (B 
and C in Fig. 4.23a), the prediction using different Cs values and the RNG SGS model doesn’t show 
significant difference. But when working with coarser meshes, there can be considerable difference 
between the predictions from different Cs values and RNG SGS model. Fig. 4.25 shows the predicted Z-
velocity profiles using a coarser mesh with two different Cs values and with RNG SGS model. It can be 
seen that when working with coarser mesh, the RNG SGS model predicts better the recirculation flow 
between the jet and the right wall, but again the RNG SGS model over-predicts the peak Z-velocity near the 
partition wall more than the SL SGS model does, and it under-predicts the peak Z-velocity near the right 
wall more than the latter does too.  
 
In Fig. 4.26, an example is given to show how the predicted results change with different mesh sizes. It can 
be seen that the predictions from the latter two meshes (102x48x48 and 114x54x48) have practically no 
difference, except the peak Z-velocities near the partition wall and the right wall, for which the finer mesh 
results in an increased over-prediction, it’s the same result with all the other Cs values and also with all the 
other turbulence models. 
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Fig. 4.24 Close views of the four marked places in Fig. 4.23a 
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                                   (a) Mid-height line                                                             (b) Jet center-line 
 

Fig. 4.25 Comparison of predicted Z-velocity profiles with measurements using coarser mesh 
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Fig. 4.26 Comparison of the predicted Z-velocity profiles with SL SGS and different mesh sizes (Cs=0.24) 
 

 
 

 
(a) Instantaneous flow field at T=570s 

 
(b) Averaged flow field at T=570s 

 
Fig. 4.27 Comparison of the instantaneous flow field and the averaged flow field 

at the symmetry plane of the model room obtained with LES at T=570s 
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Remarks  

 
It can be seen from the above results that LES doesn’t give a much “better” prediction of the Z-velocity 
profiles along the mid-height line and the jet center-line than do the conventional turbulence transport 
models, it suffers also from the defects of the eddy-viscosity model for the subgrid-scale Reynolds stresses, 
thus the strong recirculation flows in the room are not very well predicted. But a LES prediction can give 
much more information about the flow field, the turbulence etc., although it needs substantially more 
computational resources. By time-averaging, the conventional turbulence transport modeling approach 
results in a steady-state solution, the effect of the turbulent motions on the mean flow is not resolved but 
modeled by an empirical turbulence model, much information is lost in the averaging process. On the 
contrary, large eddy simulation explicitly solves the large, energy-carrying turbulent motions in a three-
dimensional, time-dependent way, only the effect of the small eddies on the mean flow is modeled by a 
subgrid scale turbulence model, thus it retains much more information about  the turbulent motions in the 
solution. Fig. 4.27 shows the differences between an instantaneous flow field and an “averaged” flow field 
obtained from a large eddy simulation result. It can be clearly seen that, by averaging, much information 
about the turbulent motion in the flow was lost.  

 
 
 

4.3 Validation study: IEA Annex 20 Test Case B (Forced convection, isothermal) 
 
The previous test case represents a ventilation flow with simple boundary conditions but with complicated 
flow features often encountered in a ventilated space such as impingement, recirculation, separation etc.  It 
can be seen that it’s not easy for a turbulence model to capture all these flow features, although the 
predictions from the LRN k-ε models, the k-ω models and the RSM model are in general satisfactory. The 
IEA Annex 20 test case B represents another case where the configuration is simple but the boundary 
conditions are complicated, notably the boundary conditions for the inlet diffuser. Because the room air 
motion is mainly driven by the momentum supplied from the inlet diffuser, it is thus of vital importance to 
correctly represent the inlet diffuser in the numerical simulation for an accurate prediction of the room air 
motion. This has been proved to be particularly difficult in the IEA Annex 20 project. Also this test case is 
from a full scale experiment measurement with 560 measuring points in a typically practical configuration, 
thus it is a real test for the turbulence models and modeling methods for the prediction of practical 
ventilation flows. 
 
 
4.3.1 Experiment setup 
 
Experimental measurements were carried out by Heikkinen (1991b) in a standard IEA Annex 20 test room 
with the dimensions of 4.2m x 3.6m x 2.5m (length x width x height). The air supply diffuser is a HESCO 
type nozzle diffuser and is located in the horizontal center of a rear wall and 0.2 m below the ceiling, the 
exhaust device is a simple rectangular opening of the dimensions of 0.2m x 0.3 m (height x width) which is 
located at the same wall and 0.23m below the diffuser (Fig. 4.28). The HESCO nozzle consists of 84 small 
round nozzles arranged in 4 rows and 21 columns on a rectangular plate of 0.71m x 0.17m size (Fig. 4.29a). 
All the round nozzles have an equal diameter of 11.8mm, each nozzle can be adjusted independently to a 
different direction and in the IEA Annex 20 project all the nozzles were adjusted to a 40° angle upward 
(Fig. 4.29b).  
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Fig. 4.28 Configuration of the experiment test room for IEA Annex 20 Test Case B  
(Heikkinen 1991b) 

 
 

                        
 
                                            (a) HESCO nozzle diffuser                                                        (b) Orientation of the nozzles       

 
Fig. 4.29  The HESCO nozzle diffuser used in the IEA Annex 20 project (Chen  et al. 2001) 

 
 
Experiments were carried out for two ventilation rates under isothermal and steady-state conditions: 3ACH 
(Test Case B2) and 6ACH (Test Case B3). The key parameters for the two test cases are summarized in 
Table 1. 
 

Table 4.1  Key parameters for the IEA Annex 20 Test Cases B2 and B3 (Heikkinen 1991b) 
 

Case 
Ventilation Rate 

(ACH)  
Airflow Rate 

(m3/s) 
Supply Air Temperature 

(°C) 
Reynolds number* 

B2 3 0.0315 20 2620 
B3 6 0.0630 20 5240 

 
* The Reynolds numbers in the table are based on the diameter of the small nozzles. 
 
Measurements were carried out using an omni-directional thermistor anemometer consisting of 40 
individually calibrated sensors. A sampling interval of 0.2 seconds and an integration time of 180 seconds 
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were used. The air speed and air temperature were recorded at 560 points inside the test room. The 
measuring points were arranged on 7 vertical planes (Z=constant), i.e., the symmetry plane (Z=0m) and 3 
side planes at each side of the symmetry plane (Z=±0.6m, Z=±1.2m and Z=±1.7m, Fig. 4.30).  
 

 
 

Fig. 4.30 Arrangement and distribution of the measuring points at a plane X=constant (Heikkinen 1991b) 
 
 

4.3.2 Modeling of the diffuser 
 

4.3.2.1 Introduction 

 
In the IEA Annex 20 project, for evaluating the capability of CFD as a design tool for practical ventilation 
flows and for providing realistic benchmark data for evaluating CFD codes, a complicated HESCO-type 
nozzle diffuser as shown in Fig. 4.29 was purposely chosen as the air supply device with the intention to 
test how such a complicated air supply diffuser which is representative of modern air supply devices can be 
modeled in numerical simulations and what are the consequences of the different modeling approaches 
(Nielsen 1992).  It was found that the modeling of such a diffuser is particularly difficult (Chen et al. 2001, 
Lemaire 1993).  In the vicinity of the diffuser, the supplied air first forms 84 small round jets and then after 
a rapid mixing, the small jets soon merge into a single jet which then impinges at an oblique angle on the 
ceiling and develops into an attached 3D wall jet. Experiment showed that the decay of the maximum jet 
velocity is very fast due to the intensive mixing of the small jets. At a ventilation rate of 3ACH, the 
maximum jet velocity drops to 1.5 m/s at approximately 0.1m in front of the diffuser, where the small jets 
already merge into a large one (Fig. 4.31).  
 
 

 
 

Fig. 4.31 Smoke visualization of the wall jet flow at the symmetry plane of the test room at 3ACH 
(Heikkinen 1991a) 
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The conventional turbulence models have difficulty to correctly handle the multi-jet mixing and the oblique 
3D jet impingement. Also the complicated internal structure and the large scale difference between the 
diffuser and the test room preclude a full resolution of the diffuser in the numerical simulation, because that 
would necessitate a prohibitively large number of mesh grids in the jet region which would then demand 
too large a computational resource to carry out the numerical simulation. One objective of the IEA Annex 
20 project is to evaluate the capability of simplified air flow models in predicting indoor airflow patterns 
(Lemaire 1993; Nielsen 1992), thus in the IEA Annex 20 framework, several simplified models for the 
nozzle diffuser have been proposed and tested in the numerical simulations. For the purpose of evaluating 
different modeling approaches, the wall jet profiles issued from the diffuser were measured in a full-scale 
experiment test room by Ewert et al. (1991) and Heikkinen (1991a). Fontaine et al. (1994) carried out also a 
1/6 water scale model experiment to study the flow characteristics issued from the HESCO nozzle diffuser. 
The simplified models tested in the IEA Annex 20 project can be divided into two groups (after Chen et al. 
2001): 
 • Momentum modeling at the air supply devices: in this approach the initial jet momentum of the 

diffuser is imposed directly at the supply opening as the boundary condition for the supply 
diffusers. • Momentum modeling in front of the air supply diffusers: in this approach the momentum at some 
distance downstream of the diffuser is used as the boundary condition for the supply diffuser. 

 
In the IEA Annex 20 framework, the models tested in the first group include simple rectangular slot model 
and momentum model; in the second group box model and prescribed velocity model (Lemaire 1993).  
 
In the simple rectangular slot model, three variants – namely the basic model, the wide-slot model and the 
multiple slots model were tested (Fig. 4.32a-c). The basic model represents the supply diffuser as a single 
rectangular opening with the same effective flow area and aspect ratio as the real diffuser which is located 
at the center of the diffuser. It was found that this model can reasonably predict the room airflow patterns, 
but the jet profiles and decay are not well predicted because it predicts the diffuser with a very small jet 
area thus limits the spreading of the jet. Another study showed that this model is not suitable for non-
isothermal airflow simulations (Chen et al. 2001). For this reason, a wide-slot model which is also a single 
rectangular opening with the same effective flow area but much bigger aspect ratio (width/height) than the 
real diffuser was tested. Heikkinen (1991a) showed that with the wide-slot model, the mixing in the core 
region and the jet penetration were over-predicted.  A multiple slot model in which the diffuser was 
represented as 12 or 84 rectangular slots was also tested (Fig. 4.32b-c), it can give somewhat better 
prediction than the single slot models but the predicted result is still not satisfactory compared with 
experimental data.  The momentum model was originally developed by Chen et al. (1991) in which the 
diffuser is represented as an opening with the same size of the real diffuser which can be regarded as evenly 
distributed infinite jets (Fig. 4.32d). To ensure the correct mass and momentum flows from the diffuser, the 
mass flow and momentum flow are de-coupled and specified separately at the supply opening. 
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Fig. 4.32 Momentum modeling at the air supply devices (Nielsen 1992) 
(a) Basic model,  (b) 12 slots model,  (c) 84 slots model,  (d) Momentum model  

 
The box model was first developed by Nielsen (1974) and has been successfully used by Nielsen et al. 
(1978) in a numerical simulation of a 2D ventilation flow. In this model the diffuser boundary condition is 
specified on an imaginary box surface around the diffuser (Fig. 4.33a), the flow field inside the box is 
ignored. Appropriate jet formulae can be used to specify the velocity profiles at the surface in front of the 
diffuser, or measured data can be used. On the other surfaces, a free boundary with zero gradients in the 
normal direction of the surfaces for flow parameters (velocity, temperature, concentration, etc.) is specified.  
Good agreement with experiment data was reported by Nielsen (1997) when using the box model, but in 
the study of Heikkinen (1991a), it was found that the box model over-predicts the maximum jet velocity 
more than other simplified models. A problem associated with the box model is how to determine the box 
size. If the jet formulae are to be used for providing the jet profiles on the box surfaces, the box should be 
large enough to ensure that the boundaries are in the fully developed jet region because only in that region 
the velocity and temperature profiles are self-similar. At the same time, the box should be small enough to 
avoid the impact of room air circulation and thermal plumes on the jet (Chen et al. 2001). A practical 
problem is that in most cases it is not known where the fully-developed jet region begins.  Like the box 
model, the prescribed velocity model prescribes the velocity profiles of the jet on a plane at some distance 
downstream the diffuser which can be obtained from jet formulae or from measurements. Unlike the box 
model, the flow in the volume between the diffuser and the plane is included in the calculation domain and 
is continuously updated as the calculation progresses. At the supply opening, the boundary conditions can 
be specified using the basic model.  A 2D illustration of the box model and the prescribed velocity (PV) 
model has been given by Nielsen (1992) as shown in Fig. 4.33. 
 
In the hydraulic water scale model study of Fontaine et al. (1994), the box model was used to simulate the 
flow pattern in the scale model room. When using measured velocity profiles as the boundary condition for 
the box model, the result was not satisfactory. They supposed the problem may come from the 
measurement because in their hydraulic test bench it is very difficult to get reliable results very close to the 
ceiling using Laser Doppler Anemometer (LDA). They then used the jet formulae determined by 
Skovgaard et al. (1991) to specify the boundary condition on the box surfaces, and a good correlation 
between the predicted and measured velocity profiles at different places in the model room was obtained. 
The model they used is in reality the prescribed velocity model because the box volume was included in the 
calculation domain. At the supply opening, an averaged normal velocity was specified so that the flow rate 
at the inlet was equal to that of the experiment. 
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                                   (a) Box model                                                            (b) Prescribed velocity model 
 

Fig. 4.33 Momentum modeling in front of the air supply devices (Nielsen 1992) 
 
Emvin et al. (1996) compared the basic model, the momentum model, the box model and a full resolution 
method of the nozzle diffuser in a numerical study. He concluded that the full resolution of the nozzle 
diffuser is precise but needs too many mesh grids near the diffuser and the best choice may be the box 
model if measured experimental data are available. Through a simple analysis, he concluded that the 
momentum model is not self-consistent and should not be used in numerical simulations. His analysis was 
based on the free jet assumption (momentum conservation) which is not valid for the HESCO nozzle 
diffuser: not only the jet momentum is not conserved because of the mixing of the small jets (Chen et al. 
2001), but also the jet impinged on the ceiling and developed into an attached wall jet. On the other hand, 
the study of Heikkinen (1991a) showed that the momentum model performs better than the basic and wide-
slot models and thus it was recommended that this model can be used more generally. Chen et al. (2001) 
showed that the prediction of Emvin et al. (1996) by a full resolution method did even not reproduce 
qualitatively the correct jet flow pattern observed with smoke visualization. He concluded that the full 
resolution method may not be a reliable design tool even though the associated computational effort is 
significantly increased. 
 
In a recent ASHRAE report, Chen et al. (2001) reviewed different simplified models for some widely used 
air supply diffusers. They concluded that the momentum model in the first group and the box model in the 
second group are the most promising models for the modeling of air supply diffusers. In their own 
numerical simulation, the performances of the momentum model and the box model for the HESCO nozzle 
diffuser were compared. They found that the momentum model cannot predict the small recirculation flow 
between the diffuser and the ceiling on the upper left corner of the room – which was verified by smoke 
visualization of the jet flow as shown in Fig. 4.31 – while the box model can predict it.  In their box model, 
measured velocity profiles were applied at two surfaces of a “tiny box”: the surface before the diffuser and 
the top surface of the box. With the RNG k-ε turbulence model, they observed that the maximum jet 
velocity at the jet center plane (symmetry plane of the test room) was over-predicted approximately 25% 
for velocity profiles at two different sections of the test room, i.e., at 1m and 2.2m distance in front of the 
diffuser. They then artificially decreased the supply velocity by 25% on the two tiny box surfaces and the 
predicted maximum jet velocity agreed well with experiment measurement. They then concluded that the 
tiny box model is the best model for this kind of diffuser. In practice, their tiny box model requires the 
supply of measured velocity profiles at the box surfaces which is often not feasible. Even with the 
measured velocity profiles, the correct prediction still needs a calibration with measured jet profiles which 
are, in general, not readily available, and it is not known whether the calibration factor (-25%) is Reynolds-
number dependent because the calibration was done against only one ventilation rate (3ACH). Also the size 
of the “tiny box” was determined by comparison with experiment data but was not determined a priori. 
Thus this model is more of an ad hoc model than a general one, and significant efforts are needed to specify 
the measured data on the box surfaces as the boundary conditions. A more general and easy-to-use model 
for this kind of diffuser is highly desirable for wider applications of numerical simulation of ventilation 
flows.  
 
Because the jet flows issued from the small nozzles were oriented upward at a 40° angle, the flow in the 
vicinity of the diffuser is not aligned with any of the three coordinate directions which can increase the 
numerical diffusion in numerical simulations. A high-order numerical discretization scheme or a “local 
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mesh refinement” is needed to achieve a better resolution of the jet flow especially in the vicinity of the 
diffuser. In the present study the possibility of better prediction of the jet flow by a simplified model for the 
diffuser — the momentum model together with local mesh refinement and/or higher-order numerical 
discretization scheme was re-evaluated using the experimental data of Ewert et al. (1991) and Heikkinen 
(1991a). The performances of different turbulence models for the prediction of the wall jet flow were also 
tested and compared. It was found that with the RNG k-ε turbulence model and the momentum model for 
the diffuser together with local mesh refinement, the wall jet flow issued from the nozzle diffuser can be 
nicely predicted.  
 
 

4.3.2.2 Experiment set-up  

 

In the IEA Annex 20 project, Ewert et al.(1991) measured the velocity profiles in the wall jet flow issued 
from the HESCO nozzle diffuser in an experiment test room with dimensions of 4.8m x 3m x 2.5m (length 
x width x height). The HESCO nozzle diffuser is located at the horizontal center of a rear wall and 0.2 m 
below the ceiling of the test room; the exhaust device is a simple opening located on the same wall and 1.4 
m above the floor and it is of the size of 0.2m x 0.3 m (height x width).  Measurements were carried out 
using LDA on an imaginary box surface in front of the supply diffuser, i.e., at X=1m in front of the diffuser 
and at three vertical sections: Z=0m (symmetry plane of the room), Z=0.25m and Z=0.5m and in the range 
of Y=2.1m~2.5m (Fig. 4.34), the velocity fluctuations (turbulent kinetic energy, TKE) in the three 
coordinate directions were also measured. 
 
 

            
              
                      (a) Configuration of the test room                        (b) Location of the inlet diffuser and the exhaust opening 

 
Fig. 4.34 Configuration of the diffuser test room (Chen et al. 2001) 

 
Heikkinen (1991a) measured the jet velocity profiles at X=2.2m on the symmetry plane of the room using 
omni-directional anemometers under the same test condition. The ventilation rate for these tests was 3 
ACH. 
 
 
4.3.2.3 Modeling and numerical simulation 

 
Turbulence models    

 
Three k-ε type turbulence models, i.e. the standard k-ε model, the RNG k-ε model and the realizable k-ε 
model and two k-ω type turbulence models, i.e. the standard k-ω model and the shear-stress-transport (SST) 
k-ω model were tested. A second-moment RSM model mainly based on the proposals of Gibson et al. 
(1978) and Launder et al. (1975) with a wall-reflection term in the pressure-strain model was also tested. 
To bridge the main flow and the viscosity-affected near wall flow in the room, the enhanced wall treatment 
was used.  
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Boundary conditions and numerical schemes 

 

Inlet diffuser 

The momentum model is used to model the nozzle diffuser. The momentum flow provided by the 
diffuser is specified as a momentum source added to a volume (the first grid layer) adjacent to the 
diffuser (Fig. 4.38) and is calculated from the mass flow rate and the effective flow area of the 
diffuser. At the supply opening, the total mass flow rate and the flow direction are specified.  
 

Exhaust opening 

At the exhaust opening, a Dirichlet condition for the pressure is specified, i.e., the gauge pressure 
at the outlet is set as zero. The Neumann condition for the pressure is also tested and no difference 
is found between the predicted results with these two methods. Because there are often reversed 
flows at the exhaust opening at the initial iteration stage, the Dirichlet condition offers better 
stability and convergence in this case (Fluent Inc. 2001) and thus the Dirichlet condition is 
preferred.  
 

Turbulence quantities 

According to Skovgaard et al. (1991b) and Lemaire (1993), the inlet turbulence intensity is 
assumed to be 10% and the boundary conditions for k and ε when using k-ε models and the RSM 
model are calculated using the equations 4.4 and 4.5 (Skovgaard et al. 1991b). For the k-ω models,  
k and ω are calculated using equations 4.4 and 4.6 (Fluent Inc. 2001). 
 
Alternate methods for specifying the turbulence quantities such as turbulence intensity and 
hydraulic diameter etc. are also tested and no essential difference was found between the results 
from these different methods. Further tests with higher turbulence intensities of 15% and 20% 
were also carried out; no significant influence was found for the predicted results. This is in 
accordance with those reported by Awbi (1989) and Jourbert et al. (1996).   

 
Discretization schemes 

The convection terms are discretized using the second-order upwind or the QUICK scheme and 
the diffusion terms the second-order central-differencing scheme. For the discretization of pressure, 
the PRESTO! (PREssure STaggering Option) scheme is used. The SIMPLEC (SIMPLE-
Consistent) scheme is used for the pressure-velocity coupling for the steady-state simulation and 
the PISO (Pressure-Implicit with Splitting of Operators) scheme is used for the time-dependent 
simulation.  The time-marching scheme in the time-dependent simulation is 1st-order implicit. 

 
Comparison of predicted jet profiles with experimental data  

 

Most of the simulations were carried out in a half room configuration. Some simulations were carried out in 
a full room configuration to investigate the flow asymmetry problem observed by Heikkinen (1991b) and 
Fontaine et al. (1994). The predicted jet flow profiles (velocity, TKE) at X=1.0m and X=2.2m were 
compared with the experimental data of Ewert et al. (1991) and Heikkinen (1991a). 
 
After some initial tests, two meshes, 60x55x34 for half room configuration and 60x55x68 for full room 
configuration, are chosen as the main computation meshes. The mesh is more condense in the near wall 
regions and near the diffuser, where steeper velocity gradient is expected. A typical computation mesh 
(60x55x34, Mesh1) for half room configuration is shown in Fig. 4.35.  In Fig. 4.36 and Fig. 4.37, the 
predicted velocity profiles and turbulent kinetic energy profiles in the wall jet flow from the mesh grid 
60x55x34 using the RNG k-ε turbulence model and the momentum model for the diffuser are compared 
with those from finer meshes of 68x61x38 (Mesh2) and 80x61x38 (Mesh3) for the half room configuration. 
It can be seen from Fig. 4.36 and Fig. 4.37 that the predicted velocity and turbulent kinetic energy profiles 
obtained from these three meshes are nearly the same, except at the side section of Z=0.25m where the 
finer meshes yield a slightly better prediction for the velocity profile. Therefore in the following 
calculations the 60x55x34 mesh was used. The maximum jet velocity at the jet center line is under-
predicted at X=1m but over-predicted at X=2.2m (Fig. 4.36). The turbulent kinetic energy profiles are 
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seriously under-predicted especially at the side section of Z=0.5m – This has been investigated in IEA 
Annex 20 project when using standard k-ε turbulence model (Lemaire 1996) and has also been reported by 
Chen et al. (2001) when using RNG k-ε turbulence model and the box model for the diffuser. 
 
 

       
 

Fig. 4.35 The computation mesh for the jet flow of the IEA HESCO diffuser 
 
 
In Figs. 4.36 and Fig. 4.37, the predicted velocity profiles and turbulent kinetic energy profiles using local 
mesh refinement from the 60x55x34 mesh (Mesh1) are also shown. It can be seen that with local mesh 
refinement, significant improvement for the prediction of both the velocity profiles and turbulent kinetic 
energy profiles can be achieved. Excellent agreement of the predicted velocity profiles with measurements 
is obtained at the jet center plane. At the two side sections of Z=0.25m and Z=0.5m, the prediction of the 
velocity profiles is reasonably well too. The agreement of the predicted turbulent kinetic energy profiles 
with measurements is less satisfactory, but the general trends are well predicted. Table 4.2 gives a 
quantitative comparison of the predicted maximum velocity and turbulent kinetic energy in the wall jet 
flow with the respective measured values.  
 
 
Local mesh refinement 

 
The local mesh refinement is applied in the region of X=0m to 0.3m, Y=2.13m to 2.5m and Z=0m to 
0.355m. Each grid cell in the region is halved in each coordinate direction, thus each cell is divided into 8 
cells, which increases the total mesh grid size from 112200 cells to 135720 cells [Mesh1 + LR1 (local 
refine1) in Figs. 4.36 and 4.37]. Mesh1+LR2 (local refine2) is done by repeating the process on the locally 
refined mesh (Mesh1 + LR1), except that the refinement range in the X direction is from X=0m to 
X=0.25m. The result obtained with this latter mesh is slightly better than with its parent mesh 
(Mesh1+LR1), but the total number of grid cells is more than doubled (from 135720 cells to 302978 cells). 
The total gain is very little compared with the computational cost increased. Thus in the following 
simulations, the computation mesh used is Mesh1+LR1.  
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Fig. 4.36 Comparison of the calculated velocity and turbulent kinetic energy profiles with measurements  
at the jet center plane ( Z=0m, X=1m and 2.2m) 

 
 
Fig. 4.38 illustrates how the mesh is locally refined (Mesh1+LR1), it shows also the region where the 
momentum source is added (the first grid layer adjacent to the diffuser). It is found that it is essential that 
the local mesh refinement range in the streamwise direction, i.e. the X direction, should at least cover the 
impinging region (i.e., mx 24.040tanh/2.0 ≈°≥ ). When the refinement range in the X direction is less than 
0.25m, the improvement for the prediction is greatly reduced.  
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Fig. 4.37 Comparison of the calculated velocity and turbulent kinetic energy profiles with measurements 
 at two planes parallel to the symmetry plane ( X=1m and Z=0.25m, 0.5m) 

 

                      
 

                                    (a) X=0m Plane                                                                            (b) Z=0 Plane 
                                         (Inlet wall)                                                                           (Symmetry plane) 
 

Fig. 4.38 Description of the local mesh refinement (Mesh1+LR1) 
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Table 4.2 Quantitative comparison of the predicted maximum velocity and turbulent kinetic energy  

at different sections of the wall jet flow with experiment data
* 

 
 

                                        Mesh 

      Position 
Mesh 1 

(60x55x34)

Mesh 2 

(66x61x38)

Mesh3 

(80x61x38)

Mesh 1+ 

LR1 

Mesh 1+ 

LR2 
Exp. 

Vmax (m/s) 0.99 0.974 0.99 1.083 1.073 1.078 
Error (%) - 8.2 - 9.6 - 9.6 + 0.46 - 0.46  Vel. 

Y Position (m) 2.48 2.483 2.482 2.483 2.483 2.48 
kmax (m2/s2) 0.056 0.056 0.056 0.058 0.0605 0.08187

Error(%) - 31.6 - 31.6 - 31.6 - 29.2  - 26.1  

X=1m 

Z=0m 
TKE 

Y Position (m) 2.4 2.4 2.4 2.4 2.4 2.4 

Vmax (m/s) 0.546 0.611 0.587 0.665 0.67 0.8 
Error (%) - 31.8 - 23.6 - 26.6 - 16.9 - 16.3  Vel. 

Y Position (m) 2.483 2.483 2.482 2.49 2.49 2.49 
kmax (m2/s2) 0.0365 0.0404 0.0371 0.036 0.0354 0.0682 

Error(%) - 46.5 - 40.8 - 45.4 - 47.2 - 48.1  

X=1m 

Z=0.25m 
TKE 

Y Position(m) 2.417 2.43 2.427 2.445 2.43 2.45 

Vmax (m/s) 0.201 0.189 0.221 0.471 0.462 0.467 
Error (%) - 57 - 60 - 52.7 + 0.86 - 1.07  Vel. 

Y Position (m) 2.483 2.488 2.488 2.489 2.489 2.48 
kmax (m2/s2) 0.0034 0.0033 0.00387 0.0187 0.0162 0.02567

Error(%) - 86.8 - 87.1 - 84.9 - 27.2 - 36.9  

X=1m 

Z=0.5m 
TKE 

Y Position (m) 2.457 2.45 2.451 2.445 2.445 2.45 

Vmax (m/s) 0.725 0.743 0.742 0.666 0.714 0.69 
Error (%) + 5.1 + 7.7 + 7.7 - 3.5 + 3.4  

X=2.2m 

Z=0m 
Vel. 

Y Position (m) 2.467 2.469 2.469 2.476 2.475 2.46 

 
* The “ + ” and the “ - ”  signs in the above table indicate over- and under- prediction, respectively. 

 

 
Prediction of the recirculation flow 

 
Chen et al. (2001) reported that with the momentum model for the supply diffuser and a grid resolution of 
50x32x35 (also in half room configuration), the recirculation flow at the upper left corner of the test room 
as shown in Fig. 4.31 cannot be predicted by the RNG k-ε model. They repeated their simulation with finer 
meshes, but still failed to predict the recirculation flow. In the present study, when using the RNG k-ε 
model and a grid resolution of 60x55x34, the recirculation flow cannot be predicted. However, when the 
mesh grids at the proximity of the diffuser are locally refined, the recirculation flow can be well predicted, 
although the size of the recirculation zone is slightly smaller than that found experimentally by smoke 
visualization (about 0.2m x 0.2m, Heikkinen 1991a).  Fig. 4.39 is a comparison of the calculated flow fields 
at the upper left corner on the symmetry plane of the test room obtained with the RNG k-ε model and 
with/without local mesh refinement. It is also observed that as the grid resolution near the supply diffuser is 
increased, the size of the predicted recirculation zone at the upper left corner approaches more and more the 
measured size. 
 

Influence of the pressure-gradient correction term in the enhanced wall treatment 

 
In the enhanced wall treatment, an option accounting for the pressure-gradient effect is included. With this 
option, it is found that the prediction for the wall jet flow can be improved; it is especially beneficial for the 
prediction of the turbulent kinetic energy profiles (Fig. 4.40). The improvement may come from the fact 
that this term accounts for some effect of the sudden change of pressure at the jet impinging region.  
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Effect of different discretization schemes for the convection terms 

 
The QUICK discretization scheme for convection terms is also tested, the predicted results degraded 
greatly as compared with those obtained with second-order upwind scheme as shown in Fig. 4.40, and it is 
found that the calculation with the QUICK scheme is more difficult to converge, a result also observed by 
Chen et al.(2001). 
 
 

               
 

 
              (a)  Grid resolution 60x55x34 (Mesh1)                                                       (b) Mesh 1 + LR1 
 

Fig. 4.39 Comparison of the predicted flow fields at the upper left corner on the symmetry plane  
using RNG k-ε model and with/ without local mesh refinement 

 
 

Flow asymmetry in the test room 

 
When the geometrical configuration is symmetric, a symmetric flow condition is often assumed in order to 
save computing time, but it is not always valid. There is experimental evidence to the contrary in some 
cases. In an experimental study Zhang et al. (2000) has reported asymmetric flow in a symmetric test room 
meant to produce 2D flow pattern when there is no any obvious disturbance. Fontaine et al. (1994) 
observed asymmetric flow behavior both in their water scale model experiment and in their numerical 
simulations for the IEA Annex 20 nozzle diffuser.  This phenomenon was also observed in the full-scale 
experiments in IEA Annex 20 Test Room by different research groups (Heikkinen 1991b; Lemaire 1993).  
 
In the present study, when the symmetry boundary condition is imposed at the symmetry plane (half room 
configuration), the computed flow pattern does not reach a steady solution even after many thousands of 
iterations. At a certain iteration step, the residuals no longer decrease but oscillate irregularly at an 
acceptable level. It is observed that whenever there is an oscillation peak in the residuals, it is accompanied 
by a change of flow pattern, and the solution is time-dependent with some irregular periodicity. Fig. 4.41 
shows a comparison of the predicted velocity profiles with experimental data at different iteration stages. It 
can be seen that the predicted velocity profiles near the diffuser (at X=1m and Z=0m, 0.25m) are greatly 
influenced by the change of flow pattern, but at X=2.2m and Z=0.5m the influences are much smaller. The 
predicted turbulent kinetic energy profiles show similar trends. In Fig. 4.42, an example of the predicted 
velocity contours just under the room ceiling (Y=2.48m) at different iteration stages is shown. It can be 
seen that at the iteration steps 8440 and 15740, the predicted flow patterns at Y=2.48m plane are nearly the 
same, and nearly the same velocity profiles for the wall jet flow are obtained (Fig. 4.41). But at the iteration 
step 14604, the predicted jet flow pattern differs much from those at the above two steps, and much 
different velocity profiles at X=1m, Z=0m and X=1m, Z=0.25m are obtained. 
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Fig. 4.40 Comparison of calculated velocity and turbulence kinetic energy profiles with measurements  

Notes: 
 
Mesh size: 60x55x34 
EWF—Enhanced wall-treatment 
PGC—Pressure-gradient correction 
QUICK—QUICK scheme for 

convection terms 
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To further investigate such a flow phenomenon, a full room configuration with a mesh size of 60x55x68 
(the other half of the room is mirrored from Mesh1) is used and both steady-state and time-dependent 
simulations are carried out. In the steady-state simulations, it is found that the wall jet flow sometimes turns 
to one side of the room in the course of iteration and then turns back to the symmetry plane. Fig. 4.43 is an 
example of the flow pattern under the ceiling (Y=2.48m) at different iteration steps from a steady-state 
simulation in a full room configuration, the mesh is locally refined from X=0~0.3m, Y=2.13~2.5m and      
Z=−0.355~0.355m. It clearly shows that the flow is not symmetric. The flow pattern changes also in a 
quasi-periodic manner as the iteration progresses. It can be seen for example that at the iteration steps 
26464 and 48340, the flow patterns are nearly the same, and the jet flow always turns to one side of the 
room – but at different iteration steps the degree of asymmetry changes.  
 
A time-dependent simulation using the same configuration and the same mesh resolution is also carried out. 
To minimize the numerical truncation errors, the simulation is done using the double precision solver in 
FLUENT. Similar change of flow patterns as in the steady-state simulation is observed in the time-
dependent simulation. Fig. 4.44 compares the time history of the mass flow rate at the outlet and the Z-
velocity at the point of (1, 2.45, 0), i.e. at 1m distance from the diffuser and 0.05m below the ceiling on the 
symmetry plane. It can be seen that the flow becomes “quasi-steady” after about 120s, and then the flow 
“sweeps” from one side of the symmetry plane to the other side irregularly at X=1m, the Z-velocity at the 
point (1, 2.45, 0) changes its sign accordingly, and there is a clear correlation between the fluctuations of 
the Z-velocity and the mass flow rate at the outlet: the phase of the Z-velocity fluctuation is opposite to the 
phase of the mass flow rate fluctuation.  
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Fig. 4.41 Comparison of calculated velocity profiles with experiment data at different iteration stages  
(Mesh size: 60x55x34; with local mesh refinement: X=0~1.5m, Y=2.13~2.5m, Z=0~0.355m) 
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Fig. 4.42 Predicted velocity contours near the ceiling (Y=2.48m) at different iteration stages 
(Mesh size: 60x55x34; with local mesh refinement: X=0~1.5m, Y=2.13~2.5m, Z=0~0.355m) 

 
 

In Fig. 4.45, the time history of Z-velocities at the point (1, 2.45, 0) and the point (2.2, 2.48, 0) is compared. 
It can be seen that at the point (2.2, 2.48, 0), the Z-velocity doesn’t change its sign, but has a very small 
positive value (its mean value is about 0.027m/s). The mean value of the Z-velocity at the point (1, 2.45, 0) 
is also positive and is approximately 0.0478m/s. It means that the jet flow is always asymmetric and turns 
to one side of the symmetry plane, but the degree of asymmetry changes with time – the same result is 
observed in the steady-state simulation as shown in Fig. 4.43. It can also be seen that the fluctuation of Z-
velocity at these two points has an opposite phase too, but the phase of the fluctuation of Z-velocity at the 
point of (2.2, 2.48, 0) has a little lag. This is reasonable because the changes at the point (1, 2.45, 0) need 
some time to be transported to the point (2.2, 2.48, 0).  Fig. 4.46 compares the time history of velocity 
magnitude at two symmetric points (2.2, 1.2, -0.5) and (2.2, 1.2, 0.5) in the occupied zone. It clearly shows 
that the degree of flow asymmetry changes with time and that in the time interval 520s~550s, the velocity 
magnitude at the two points is nearly the same. It means that although the jet flow is always asymmetric, 
the flow in the occupied zone can be symmetric sometimes. Fig. 4.47 shows the time history of the 
magnitude of the velocity at the point (2.2, 2.48, 0.5). It can be seen that after about 520s, the magnitude of 
the velocity at that point approaches to a fixed value, the maximum fluctuation is only about 0.002 m/s. 
 
It seems that at a ventilation rate of 3ACH, there is an intrinsic instability in the flow, perhaps it is near a 
critical value of Reynolds number which represents the ratio of convective and diffusive rates of 
momentum transfer. A very small time step (0.005s) must be used in the time-dependent simulation. When 
the time step is increased to 0.008s, the calculation at each time step converges in only two or three 
iterations, but then suddenly in one time step even after more than 30 iterations the calculation does not 
converge, and the calculation diverges quickly. It seems that there are some high frequency disturbances 
occurring in the flow occasionally which trigger the change of the flow pattern, but the flow is not 
completely unstable but changes in a “quasi-periodic” manner. Chen et al. (1992) has discussed unsteady 
and unstable flow problems in ventilation flows in both numerical simulations and experiments. He 
suggested also that multiple solutions may exist for a special flow and the numerical simulation can pick 
one solution at one time and other solution at another time. In the present numerical study with the steady-
state simulations, it is observed that after a certain number of iterations, the residuals for the flow variables 
no longer decrease but stay at some stable values with more or less regular oscillations, and the oscillations 
are not damped as also shown in Chen et al. (1992). But in the time-dependent simulations, after a long 
enough transient regime with damped oscillations, the flow tends to a steady-state regime (for t >700 s, 
Figs. 4.46 and 4.47).  
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              (a)  Velocity vector                                      (b) Velocity contours 

 
 

Fig. 4.43 An example of the predicted flow asymmetry near the room ceiling 
 (Y=2.48m) in a full room configuration at different iteration stages 

 
 

Step 26464 

Step 29180 

Step 35696 

Step 48340 

Step 55328 

Step 27472 



 76

Flow Time (s)

Z 
V

el
oc

ity
 (m

/s
)

M
as

s 
Fl

ow
 R

at
e 

(k
g/

s)

0 100 200 300 400 500 600 700
-0,1 -0,0366

-0,05 -0,03645

0 -0,0363

0,05 -0,03615

0,1 -0,036

0,15 -0,03585

Vz at (1, 2.45, 0)
Mass Flow Rate at Outlet

 
 

Fig. 4.44 Time history of mass flow rate at the outlet and Z-velocity at the point (1, 2.45, 0)  
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Fig. 4.45 Time history of Z-velocities at the points of (1, 2.45, 0) and (2.2, 2.48, 0) 
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Fig. 4.46 Time history of the velocity magnitude at two symmetric points of (2.2, 1.2, 0.5) and  
(2.2, 1.2, -0.5) in the occupied zone 
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Fig. 4.47 Time history of the velocity magnitude at the point of (2.2, 2.48, 0.5) 
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Fig. 4.48 Comparison of calculated velocity and turbulent kinetic energy profiles with different turbulence 

Notes: 
 
Mesh size: 60x55x34 (Mesh1+LR1) 
KE: Standard k-ε model 
KO-SFC-TR: Standard k-ω model (LRN version) 
KO-SST-TR: Mentor SST k-ω model (LRN version) 
RNG: RNG k-ε model 
RZ: Realizable k-ε model 
RSM-WK: RSM model  
RSM-WK-WR: RSM with wall reflection term 
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Comparison of the predicted jet profiles with different turbulence models 

 
The jet profiles predicted with different turbulence models and with local mesh refinement (Mesh1+LR1) 
are compared with experimental data in Fig. 4.48. It can be seen that the RNG k-ε model gives the best 
overall results, the SST k-ω model with transitional flow correction (low-Re version of the model) can 
yield a reasonable prediction for the jet velocity profiles, but the prediction for the turbulent kinetic energy 
profiles is less satisfactory. The standard k-ε model and the SST k-ω model can predict the recirculation 
flow at the upper left corner, while the realizable k-ε model can not.  
 
The RSM model used is mainly based on the model proposed by Gibson et al. (1978), it contains a wall-
reflection term in its pressure-strain model to account for the influence of the walls, which tends to damp 
the normal stress perpendicular to the walls  while enhancing the stresses parallel to the walls (Fluent Inc. 
2001). It can be seen from Fig. 4.48 that the inclusion of the wall-reflection term under-predicts the 
maximum velocity at the jet center plane but improves the prediction of the velocity profiles and the 
turbulent kinetic energy profiles at the two side planes parallel to the center plane. Further investigation 
reveals that without the wall-reflection term, the RSM model can predict the small recirculation flow at the 
upper left corner of the room, but when the wall-reflection term is included, the recirculation flow tends to 
diminish. Fig. 4.49 shows a comparison of the calculated flow fields at the upper left corner using RSM 
model with/without wall-reflection term. Since the momentum supplied by the diffuser is mainly contained 
at the jet center plane, the inclusion of the wall-reflection term in the RSM model will under-predict more 
of the total momentum than when this term is not included.   
 
 

                   
 
                          (a) Without wall-reflection term                                    (b) With wall-reflection term 
 

Fig. 4.49 Comparison of the flow field calculated with RSM model and with/without  
wall-reflection term at the symmetry plane of the room 

 
 
4.3.2.4 Remarks 

 
The above results showed that the RNG k-ε model together with local mesh refinement yields a good 
prediction of the jet profiles when momentum model is used for the nozzle diffuser. However, the 
successful use of the momentum model is not unconditional: it was found that there exists an optimum 
dimension of the momentum source cell in the streamwise direction (X direction in Fig. 4.38) for the 
correct prediction of the jet profiles. At 3ACH, the dimension of the momentum source cell in the X 
direction, ∆X0, should be about 0.014 ~ 0.018 m. When using a value less than 0.014m, the maximum 
velocity in the jet profiles will be under-predicted; on the other hand, when using a value higher than 
0.018m, the maximum jet velocity in the jet profiles will be over-predicted. For example, when 
∆X0=0.0108m, the predicted maximum jet velocities are 0.977m/s at X=1m and 0.663m/s at X=2m, while 
the measured maximum jet velocities are 1.078 m/s at X=1m and 0.69 m/s at X=2.2m; thus they are under-
predicted about 9.37% and 3.91%, respectively; when ∆X0=0.021m, the predicted maximum jet velocity at 
X=1m is nearly the same as that of measurement, but at X=2.2m, the predicted maximum jet velocity is 
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0.7463m/s, i.e., over-predicted about 8.16%. Because the above validation was carried out against only one 
ventilation rate (3ACH), it is not clear whether this value is Reynolds number dependent or whether we can 
find a scaling law for determining the optimum dimension of the momentum source cell. In the present 
study, it is found that when the dimension of the momentum source cell in the streamwise direction is 
maintained between 0.014 ~ 0.018m, little difference can be found among the predictions from different 
meshes. Tests have been done with Mesh1 (60x55x34), Mesh2 (66x61x38), Mesh3 (80x61x38) as shown in 
Figs. 4.36 and 4.37 and with the same local mesh refinement as shown in Fig. 4.38, the predicted jet 
profiles from these meshes are nearly the same. Another important point is that the mesh resolution in the 
proximity of the diffuser must be high enough to minimize numerical diffusion, especially in the impinging 
region, where very steep velocity gradients exist. Fig. 4.39 clearly shows the importance of proper grid 
resolution in this region; when the grid is not fine enough, the recirculation flow at the upper left corner of 
the room cannot be reproduced.  
 
It can be seen from Figs. 4.36~4.37 and Fig. 4.48 that the velocities at the lower part of the jet flow (Y≤ 
2.3m) are under-predicted especially at the side section of Z=0.5m, which is the region of jet entrainment. 
Thus, the main disadvantage of the momentum model is that it can not account well for jet entrainment, 
especially in the vicinity of the diffuser. On the other hand, the tiny-box model used by Chen et al. (2001) 
also under-predicts the jet velocities in this region, and they didn’t give the comparison of their prediction 
at the two side sections (Z=0.25m and Z=0.5m) with the experiment measurements of Ewert et al. (1991), 
thus the performance of the box model in this region is unknown. Further investigation revealed that the 
discrepancy is mainly caused by the incorrect prediction of the spanwise and crosswise velocity 
components, i.e., the 3D development of the jet. Fig. 4.49 is a comparison of the predicted velocity 
magnitude profiles versus X velocity profiles with experiment measurements at X=1m before the diffuser, 
it can be seen that the agreement of the predicted X (streamwise) velocity profiles with those of 
experimental measurements is excellent.  
 
The flow asymmetry is repeatedly observed both in steady-state simulation and in time-dependent 
simulation in the full room configuration. It may be caused by some intrinsic instability mechanism in the 
flow. When a simulation is carried out in the half room configuration, the imposed symmetry boundary 
condition at the symmetry plane limits the development of the flow asymmetry but a change of flow pattern 
can still be observed (Fig. 4.42). The results shown in Fig. 4.41 indicate that even though the flow pattern 
changes from time to time, the predicted jet velocity profiles still correlate reasonably well with 
measurements.  
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Fig. 4.50 Comparison of the predicted velocity magnitude and X velocity profiles with measurements 
for the HESCO nozzle diffuser (mesh size: 60x55x34 with local mesh refinement) 
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4.3.3 Simulation of the IEA Annex 20 Test Cases B2 and B3 

 
4.3.3.1 Turbulence modeling 

 

As has been shown in §4.3.2, the RNG k-ε model shows the best overall performance for the prediction of 
the wall jet flow issued from the diffuser (cf. Fig. 4.48), it is thus adopted for the prediction of the IEA 
Annex 20 Test Cases B2 and B3.  From Fig. 4.48, it can be seen that the Realizable k-ε model and the SST 
k-ω model predict enough well the maximum jet velocities in the jet center plane, these two models are also 
tested for the prediction of the two Test Cases. Again the enhanced wall treatment is used to account for the 
viscosity-affected near wall regions which has been shown good performance for the prediction of the wall 
jet flow.  
 
4.3.3.2 Boundary conditions and numerical methods 

 

Boundary conditions 

The boundary conditions for the inlet diffuser and the exhaust opening are the same as in §4.3.2.3. The 
HESCO nozzle diffuser is modeled using the momentum model with local mesh refinement as shown in 
Fig. 4.38. The momentum flow provided by the diffuser is calculated from the mass flow rate and the 
effective flow area of the diffuser.  According to the measurement of Skovgaard et al. (1991b), the effective 
flow area of the nozzle diffuser is 0.00855m2 for a ventilation rate of 3 ACH and 0.009m2 for 6 ACH (the 
total gross flow area of the small nozzles is 0.00918m2). At the supply opening, the total mass flow rate and 
the flow direction are specified. It was established from §4.3.2.3 that the volume of the momentum source 
cells is an important parameter for the correct prediction of the wall jet profiles. For a ventilation rate of 
3ACH the dimension of the momentum source cells in the streamwise direction should be between 0.014m 
to 0.018m. Thus in this study, the dimension of the momentum source cells in the streamwise dimension is 
chosen as 0.015m for both the ventilation rates of 3ACH and 6ACH.   
 
Discretization schemes 

The second-order upwind scheme is used for the discretization of the convection terms and the second-
order central-differencing scheme for the diffusion terms. For the discretization of the pressure, the 
PRESTO! (PREssure STaggering Option) scheme is used. The SIMPLEC scheme is used for the pressure-
velocity coupling.   
 
4.3.3.3 Computation meshes 

 
As has shown in §4.3.2, flow asymmetry was observed in the predicted flow pattern for a ventilation rate of 
3 ACH. In the full-scale experiment of Heikkinen (1991b), flow asymmetry was also observed for both the 
Test Cases B2 and B3. For this reason, simulations are carried out in both the half room and full room 
configurations. For the half room configuration, a symmetry boundary condition is applied at the symmetry 
plane (Z=0m) of the test room.  
 
It was determined from §4.3.2 that for a ventilation rate of 3 ACH, a mesh grid of 55x57x38 for the half 
room configuration and 55x57x76 for the full room configuration (the other half mesh of the full room is 
mirrored from the half room mesh) represent a good compromise between the mesh resolution 
requirements and the available computational resources, these meshes are adopted for the prediction of both 
the Test Cases B2 and B3. The computation mesh is very similar to that shown in Fig. 4.35, i.e., the mesh 
grids are more condense near the walls and in the jet flow region, where more steep velocity gradients are 
expected.  
 
A local mesh refinement was applied in the region near the diffuser which is crucial for the correct 
prediction of the wall jet profiles and the small recirculation flow between the diffuser and the room ceiling 
observed by smoke visualization as has been shown in §4.3.2.  For the half room configuration, the local 
mesh refinement is applied in the region from X=0m to 0.3m, Y=2.13m to 2.5m and Z=0m to 0.355m, 
which results in a total of 140690 cells; for the full room configuration the mesh in the region of X=0m to 
0.3m, Y=2.13m to 2.5m, Z=−0.355m to 0.355m is locally refined which results in a total of 281380 cells. 
The local mesh refinement method is the same as described in Fig. 4.38. 
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4.3.3.4 Velocity correction 

 
Because the measurement of Heikkinen was carried out using an omni-directional thermistor anemometer 
(1991b), the reported mean velocity is in fact the mean air speed, i.e., the arithmetic average of the 
measured air speeds in the measuring period; while in CFD simulations the reported mean velocity is the 
magnitude of the mean velocity vector which is in general smaller than the mean air speed. The difference 
may become considerable when the local turbulence intensity is high and the air speed is slow (Koskela et 
al. 2001, 2002). For this reason, Koskela et al. (2001, 2002) developed a correction formula to correlate the 
magnitude of the mean velocity vector with the mean air speed based on a model for isotropic turbulence 
and on extensive measurements. Their correction formula is adopted in the present study to better compare 
the simulation results with experimental data. The correction formula has the following form (Koskela et al. 
2002): 
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where Vo is the omni-directional mean air speed and Vv is the magnitude of the mean velocity vector. Iv is 
the turbulence intensity which by definition can be obtained from the turbulent kinetic energy k and Vv: 
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4.3.3.5 Comparison of the predicted velocity profiles with measurements 
 
The predicted velocity (mean air speed, modified according to equations 4.7 and 4.8) profiles at the 
symmetry plane of the test room from half and full room configurations are compared with experimental 
measurements of Heikkinen (1991b) for the IEA Annex 20 Test Cases B2 and B3 in Figs. 4.51 and 4.52, 
respectively. Because of the large number of figures, a complete comparison at the six side planes of the 
symmetry plane, i.e. Z=±0.6m, Z=±1.2m and Z=±1.7m planes (Fig. 4.30) is given as appendix: Appendix 
1-1 (Test Case B2) and Appendix 1-2 (Test Case B3).  
 
It can be seen from Figs. 4.51, 4.52 and Appendix 1-1~1-2 that good predictions can be obtained from both 
the half room and full room configurations for the Test Cases B2 and B3. Both the magnitude and the 
location of the maximum air speed in the occupied zone are reasonably predicted.  It was noticed also that 
at the lower part of the test room (Y≤ 0.5m) the prediction for the Test Case B3 is a little less good than 
that for the Test Case B2, this may be the consequence of strong asymmetry in the flow at 6 ACH 
especially at the lower part of the test room, which can be easily seen by comparing the measured air speed 
profiles as shown in Appendix 1-2. On the other hand, the predicted velocity profiles correspond very well 
at the upper part (Y≥ 1m) of the test room where the flow asymmetry is less strong.   
 
Influence of symmetry boundary condition 

 
One noticeable difference between the full room and half room results is that at the lower part of the 
symmetry plane (Y≤ 0.5m, Figs. 4.51 and 4.52), the predicted velocity profiles from the half room 
configuration have some unphysical peaks near the inlet wall compared with experimental data; this 
phenomenon is repeatedly observed for both the Test Cases B2 and B3. Because this happens only at the 
symmetry plane, it may be a consequence of the symmetry boundary condition used in the half room 
configuration. It can be seen by comparing the measured velocity profiles in Appendix 1-1 and 1-2 that the 
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flow asymmetry is most significant in this region, which is true for both the Test Cases B2 and B3. The 
imposed symmetry boundary condition in the half room configuration limits the development of the flow 
asymmetry, which causes the unphysical peaks in the predicted velocity profiles in this region.  
 
 It seems that using a symmetry boundary condition is not always justifiable even though the geometrical 
configuration is perfectly symmetric, because the physical flow may be strongly asymmetric in certain 
cases such as in the Test Case B3. It is not known what the cause of the flow asymmetry is — it was 
repeatedly observed in both the experimental measurements and numerical simulations (Heikkinen 1991b, 
Luo et al. 2003). In the experiment of Heikkinen (1991b), efforts have been taken by re-adjusting the 
nozzle direction and the flow equalizing devices to prevent the flow asymmetry, but without success. In the 
numerical simulations, the computational mesh of the full room configuration was constructed by mirroring 
the mesh of the half room configuration, and a double precision solver in FLUENT was used to minimize 
the truncation errors, but the flow asymmetry was still repeatedly observed. As was mentioned in §4.3.2, it 
seems that at a ventilation rate of 3~6 ACH, there is an intrinsic instability in the flow, perhaps it is beyond 
a critical value of the Reynolds number which represents the ratio of convective and diffusive rates of 
momentum transfer (the inertial force and the viscous force are of the same order). 
 
On the other hand, it can been seen from Appendix 1-1 and 1-2 that the prediction from the half room 
configuration reproduces enough well the measured velocity profiles at the side planes (i.e. Z=0.6m, 1.2m 
and 1.7m), thus there is always a trade-off or compromise between the accuracy of prediction and the 
available computation resources and the turn-around time for the case under study.  In total, the prediction 
from the full room configuration corresponds better with experimental measurements. At some places, even 
the observed flow asymmetry (for example at Y=0.5m and Z=±1.2m for the Test Case B2, Appendix Fig. A 
1-1-4) is well reproduced.  
 
Effect of velocity correction 

 
The effect of velocity correction proposed by Koskela et al. (2001, 2002) can be significant when the 
velocity magnitude is small and the turbulence intensity is high, this can be illustrated by a comparison of 
the predicted velocity magnitude contours and the air speed contours at the symmetry plane with the 
measurements of Heikkinen (1991b) as shown in Fig. 4.53.  It can be seen from Fig. 4.53a, Fig. 4.53b that 
the correction significantly improve the prediction of the jet flow at the upper right corner of the symmetry 
plane where the turbulence intensity is high, the maximum difference of the predicted velocity magnitude 
and the mean air speed is 0.04m/s, i.e., about 16.7% of the predicted velocity magnitude. The significance 
of the correction can be further appreciated from 2 examples taken at the room center (Y=0.5m, 1m and 
Z=0m) of the Test Case B2 where the air flow is very slow, the correction significantly improves the 
prediction compared with experimental measurements as shown in Fig. 4.54.  It can be seen from Fig. 4.54 
that in the region of X=2.4m to X=3m, the predicted velocity magnitude is only about one half of the 
predicted mean air speed, and the latter correlates much better with the measurements. 
 
 
4.3.3.6 Remarks 

 

In the summary report of the IEA Annex 20 subtask-1 “Room Air and Contaminant Flow” by Lemaire 
(1993), it has been concluded that for the evaluation of numerical models and modeling methods for the 
room air flow prediction, a point-to-point comparison of the prediction with experimental data can not yield 
meaningful results because the room air movement is characterized by large amplitude and low frequency 
velocity fluctuations. Therefore, in the IEA Annex 20 project, the evaluation of the numerical models and 
modeling methods was done by comparing only the general flow pattern and the key flow parameters such 
as maximum air speed in the occupied zone etc. with experimental measurements. The present study 
showed that if the boundary conditions for the air supply devices are appropriately represented, a point-to-
point comparison of the simulation results with experimental data do yield meaningful results: although 
there are still some discrepancies between numerical predictions and experimental measurements, the 
trends of the measured velocity profiles are well predicted in most part of the test room, except near the 
bottom corners (Y<1m, near the two lateral walls). This highlights the importance of the correct modeling 
of air supply devices for the accurate prediction of room air flows.  
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The volume of the momentum source cells for the momentum model is an important parameter for the 
correct prediction of the wall jet flow issued from the nozzle diffuser. It has been determined that for a 
ventilation rate of 3 ACH, the dimension of the momentum source cells in the streamwise direction should 
be in the range of 0.014m to 0.018m (Luo et al. 2003). The present study showed that this value range 
yields also reasonable predictions for the Test Case B3 (6 ACH).  A comparison with the measurements of 
Blomqvist (1991a) in the same test room at 4.5 ACH showed that this value range is valid for a ventilation 
rate of 4.5 ACH too (Fig. 4.55). Thus the previously determined optimum dimension of the momentum 
source cells in the streamwise direction for 3 ACH (0.014~0.018m) is valid for a ventilation rate up to 6 
ACH. 
 
When conducting comparison between numerical simulations and experimental measurements, it should 
bear in mind that the measured air speed obtained with omni-directional velocity anemometer and the mean 
air velocity magnitude reported by CFD packages are not the identical physical quantities, appropriate 
corrections should be applied if available before doing the comparisons. The present study demonstrated 
that the correction formula developed by Koskela et al. (2001, 2002) is suitable for isothermal room air 
flows.  
 
 
4.4 Conclusion  

 
In this chapter, validation studies on the numerical simulation of 2D and 3D indoor isothermal ventilation 
flows are reported. The three test cases represent a baseline case, a case with simple boundary conditions 
but with complicated flow features and a case with complicated boundary conditions (air supply device), 
respectively. From this study, the following general conclusions can be drawn: 
 
1. As has been identified in the IEA Annex 20 project, the turbulence modeling and appropriate near-wall 
treatment remains as one of the most important problems for the correct prediction of indoor airflows.  It 
can be seen that the turbulence models perform differently for different test cases. While the k-ω models 
perform badly for the 2D ventilation case compared with the k-ε models, they perform much better for the 
3D ventilation case with a partition wall, where the flow features strong recirculation and separation; the 
same is for the RSM model. The enhance wall treatment works badly for the 3D ventilation with a 
partitioned wall case, but it works enough well with the IEA Annex 20 Test Cases B2 and B3. The standard 
k-ε model works very well for the 2D ventilation case, but for the 3D cases, its performance is less 
satisfactory. This highlights the importance of validation process. The unique advantage of using CFD to 
study indoor air flow pattern and air distribution is that: once the models and modeling methods are 
validated for a certain class of flows, it can be used to carry out parameter study for a wide range of 
configurations and air flow parameters. 
 
2. The correct modeling of the air supply device is very important for the correct prediction of ventilation 
flows, thus special attention should be paid to correctly represent the air supply device in the numerical 
models when simulating ventilation flows. 
 
3. When comparing predicted velocity profiles with experimental data obtained using omni-directional 
anemometer, appropriate corrections should be made before doing the comparisons (if available). The 
present study showed that the correction formula developed by Koskela et al. (2001, 2002) is suitable for 
isothermal ventilation flows. 
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Fig. 4.51 Comparison of the predicted mean air speed profiles with experimental data at the symmetry 
plane of the test room with half and full room configurations (Test Case B2) 



 87

Room Length (m)

M
ea

n 
A

ir 
S

pe
ed

 (m
/s

)

0 0,6 1,2 1,8 2,4 3 3,6 4,2
0

0,08

0,16

0,24

0,32

0,4

Y=2m, Z=0m
Half Room
Full Room
Heikkinen (1991)

      Room Length (m)

M
ea

n 
A

ir 
S

pe
ed

 (m
/s

)

0 0,6 1,2 1,8 2,4 3 3,6 4,2
0

0,4

0,8

1,2

1,6

2

Y=2.3m, Z=0m
Half Room
Full Room
Heikkinen (1991)

 

Room Length (m)

M
ea

n 
A

ir 
S

pe
ed

 (m
/s

)

0 0,6 1,2 1,8 2,4 3 3,6 4,2
0

0,4

0,8

1,2

1,6

2

Y=2.4m, Z=0m
Half Room
Full Room
Heikkinen (1991)

     Room Length (m)

M
ea

n 
A

ir 
S

pe
ed

 (m
/s

)

0 0,6 1,2 1,8 2,4 3 3,6 4,2
0

0,4

0,8

1,2

1,6

2

Y=2.45m, Z=0m
Half Room
Full Room
Heikkinen (1991)

 
 
 

Fig. 4.51 Comparison of the predicted mean air speed profiles with experimental data at the symmetry 
plane of the test room with half and full room configurations (Test Case B2) 

(Contd.) 
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Fig. 4.52 Comparison of the predicted mean air speed profiles with experimental data at the symmetry 
plane of the test room with half and full room configurations (Test Case B3) 
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Fig. 4.52 Comparison of the predicted mean air speed profiles with experimental data at the symmetry 
plane of the test room with half and full room configurations (Test Case B3) 

(Contd.) 
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(a) Contours of the predicted velocity magnitude (symmetry plane) 
 

       
 

(b) Contours of the predicted mean air speed (symmetry plane) 
 

 
 

(c) Measured air speed contours (symmetry plane) 
 

Fig. 4.53 Comparison of the predicted velocity magnitude and the mean air speed  
with measurements at the symmetry plane of the test room (Test Case B2) 
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Fig. 4.54 Comparison of the predicted velocity magnitude and mean air speed  
at the room center (Y=0.5m, Y=1m and Z=0m) with measurements 

 

Mean Air Speed (m/s)

R
oo

m
 H

ei
gh

t (
m

)

0 0,2 0,4 0,6 0,8 1
0

0,5

1

1,5

2

2,5

X=3m,  Z=0m
Predicted (RNG)
Blomqvist (1991)

       Mean Air Speed (m/s)

R
oo

m
 H

ei
gh

t (
m

)

0 0,15 0,3 0,45 0,6 0,75
0

0,5

1

1,5

2

2,5

X=3.5m,  Z=0m
Predicted (RNG)
Blomqvist (1991)

 

   Mean Air Speed (m/s)

R
oo

m
 H

ei
gh

t (
m

)

0 0,08 0,16 0,24 0,32 0,4
0

0,5

1

1,5

2

2,5

X=4m,  Z=0m
Predicted (RNG)
Blomqvist (1991)

 
 

Fig. 4.55 Comparison of the predicted mean air speed profiles with measurements at 4.5 ACH 
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Chapter 5  
 

3D Ventilation Flows with Coupled Heat or Mass Transfer  
 
 

In this chapter, two 3D ventilation test cases with coupled heat or mass transfer are studied: the IEA 
Annex 20 Test Case E (Mixed convection, summer cooling) and the IEA Annex 20 Test Case F (Forced 
convection, isothermal with contaminants).  

 
 
 
In Chapter 4, some typical isothermal ventilation problems including jet impingement, flow recirculation and 
separation have been studied. It can be seen that different turbulence models have different performance 
(advantages and drawbacks) for different ventilation problems, and a validation study is necessary to assure 
that the chosen turbulence model and near-wall treatment method can capture the basic flow features for the 
case considered. Indoor ventilation flows are often accompanied with significant heat and mass transfer such 
as ventilation in summer-cooling or in winter-heating condition. In an indoor environment, there are often 
many contaminant sources such as the CO2 exhaled by the habitants, the smoke produced in the kitchen or by 
smokers, etc. While the contaminants often have very little impact on the global air flow pattern in rooms and 
are passively transported by the air flows, the heat transfer process may significantly influence the air flow 
pattern which will then influence the contaminant distribution and thermal comfort in the room. It is thus very 
important to investigate how well such heat and mass transfer processes can be predicted by numerical 
methods and what their influences are on the indoor air quality and thermal comfort. In the IEA Annex 20 
project, for providing realistic benchmark data to validate numerical models and simulation results for such 
cases, two full-scale experiment measurements for summer-cooling (IEA Annex 20 Test Case E) and for 
contaminant transfer (IEA Annex 20 Test Case F) were carried out. In the present study, these two test cases 
are used to validate the numerical models and simulation results for heat and mass transfer in 3D ventilated 
spaces with practical relevance. 
 
 
 
5.1 Validation study: IEA Annex 20 Test Case E (Mixed convection, summer cooling) 
 
 
The IEA Annex 20 Test Case E was designed to provide full-scale experimental data for validating modeling 
methods and simulation results of ventilation with heat transfer. In the experiment, cooled air was introduced 
to the test room and a heated window was used to simulate the heating by solar radiation in summer. 
Experiments were carried out independently by several groups on different sites, the measurement results of 
Heikkinen (1991b) and Blomqvist (1991b) for Test Cases E2 (3ACH) and E3 (6ACH) are used in the present 
study to validate the numerical models for the prediction of heat transfer process in a 3D ventilated space. 
 
5.1.1 Experiment setup   
Experiment measurements were carried out in an IEA standard test room described in Fig. 4.28.  The inlet 
diffuser and the exhaust opening and their locations are the same as in the Test Case B as shown in Figs. 4.29, 
4.34b. A window of 2m x 1.6m size on the front wall as shown in Fig. 4.28 was heated to 30°C (Test Case E2) 
and 35°C (Test Case E3) to simulate the heating by solar radiation in summer. The inlet air was cooled to 15 
°C to simulate summer-cooling condition, the room walls were assumed to be adiabatic during the 
experiments. Surface temperatures of 22°C for the front wall (the wall with the window) and 21°C for the 
remaining walls were proposed for use in the numerical simulations (Lemaire 1993).  The ventilation rate for 
Test Case E2 is 3ACH and for Test Case E3, 6ACH. The key parameters for these two test cases are shown in 
Table 5.1.  
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Table 5.1  Key parameters for the IEA Annex 20 Test Cases E2 and E3 (Heikkinen 1991b) 
 

Case 
Ventilation 
Rate (ACH)  

Airflow Rate 
(m3/s) 

Supply Air 
Temperature (°C) 

Window Surface 
Temperature (°C) 

Reynolds 
number* 

E2 3 0.0315 15 30 2620 
E3 6 0.0630 15 35 5240 

 
* The Reynolds numbers in the table are based on the diameter of the small nozzles. 
 
The measurements of Heikkinen (1991b) and Blomqvist (1991b) were carried out using an omni-directional 
thermistor anemometer. A sampling interval of 0.2 seconds and an integration time of 180 seconds were used 
by Heikkinen, and a sampling interval of 3 seconds and an integration time of 15 minutes were used by 
Blomqvist (1991b). For the Test Case E2, Heikkinen (1991b) and Blomqvist (1991b) measured the air speed 
and air temperature at 560 points inside the test room. For the Test Case E3, the measurement of Heikkinen 
was carried out at 560 points and that of Blomqvist was carried out at 240 points inside the room. The 
position and distribution of the measuring points of Heikkinen are the same as in the Test Cases B2 and B3 as 
shown in Fig. 4.30. The position and distribution of the measuring points of Blomqvist are slightly different 
from those of Heikkinen because of the difficulties to measure very low velocities with heated anemometers, 
but the measuring points from both of them were arranged on 7 vertical planes (Z=constant), i.e., the 
symmetry plane (Z=0m) and 3 side-planes at each side of the symmetry plane (Z=±0.6m, Z=±1.2m and 
Z=±1.7m; Fig. 4.30).  For the Test Case E3, Blomqvist measured only the air speed and air temperature on 
the symmetry plane and on two side planes at  Z=±0.6m. 
 
5.1.2 Turbulence modeling 
 
From §4.3, it has been shown that the RNG k-ε model and also the Realizable k-ε model and the SST k-ω 
model can give good prediction of the isothermal ventilation flows in the test room. These three models are 
tested in the present study for their capability of correct prediction of ventilation flows with heat transfer 
using the benchmark data of the IEA Annex 20 Test Case E. When working with the two k-ε models, the non-
equilibrium wall function and the enhanced wall treatment were used to account for the viscosity-influenced 
near wall region. It was found that the non-equilibrium wall function yields better prediction for the 
convective heat transfer than the enhanced wall treatment does. For the buoyancy term, the Boussinesq 
approximation was used. Vieser et al. (2002) have computed nine test cases with heat transfer using k-ε 
model, k-ω model and SST k-ω model to compare their performances. They found that an appropriate near-
wall treatment is of major importance for the accurate prediction of convective heat transfer at walls and 
many of the previously reported poor results are mainly a consequence of the applied near-wall treatments but 
not so much of the underlying turbulence models. Among the three models tested, they found that the SST k-
ω model gives the best overall prediction for the nine test cases. In the present study, it was also found that 
the SST k-ω model gives the best overall prediction for the Test Cases E2 and E3. 
 
5.1.3 Boundary conditions and numerical methods 
 
Inlet diffuser 
 

The inlet diffuser was modeled using the momentum model with local mesh refinement as 
introduced in §4.2.2. As for the Test Cases B2 and B3, the local mesh refinement was applied to the 
region of X=0~0.3m, Y=2.13~2.5m and Z=0~0.355m for half room configuration and X=0~0.3m, 
Y=2.13~2.5m and Z=−0.355~0.355m for full room configuration. The dimension of the momentum 
source cell in the streamwise direction (X direction) is about 0.015m for both the Test Cases E2 and 
E3. At the supply opening, the total mass flow rate and flow directions and also the inlet air 
temperature were specified. The boundary conditions for the inlet diffuser are summarized as 
follows: 
 
Test Case E2: • Inlet air temperature: 288 K (15°C); 
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• Mass flow rate: 0.0193 kg/s (half room) and 0.0386 kg/s (full room); • Flow direction: 40° upward; • Inlet air density: 1.22528 kg/m3 at 15°C and 1 atm.; • k, ε and ω: calculated using equations 4.4~4.6 respectively, with hydraulic diameter 
D=0.35m and turbulence intensity TI=10% (Nielsen 1992; Lemaire 1993) ; • Effective flow area=0.00855m2 (Skovgaard et al. 1991b). 

 
Test Case E3: 
 • Inlet air temperature: 288 K (15°C); • Mass flow rate: 0.0386 kg/s (half room) and 0.0772 kg/s (full room); • Flow direction: 40° upward; • Inlet air density: 1.22528 kg/m3 at 15°C and 1 atm.; • k, ε and ω: calculated using equations 4.4~4.6, respectively, with hydraulic diameter 

D=0.35m and turbulence intensity TI=10% (Nielsen 1992; Lemaire 1993); • Effective flow area=0.009m2 (Skovgaard et al. 1991b). 
 

Exhaust opening 
 

Pressure outlet, i.e., the gauge pressure at the outlet is set to zero for both the Test Cases E2 and E3. 
 

Walls and the window 
 

The surface temperature of the front wall (the wall with the window) is set to 295K (22°C) and that 
of the window is set to 303K (30°C) for the Test Case E2 and 308K (35°C) for the Test Case E3. 
The surface temperatures of the other walls are set to 294K (21°C) as suggested in Lemaire (1993). 
 

Discretization schemes 
 

The second-order upwind scheme is used for the discretization of the convection terms and the 
second-order central-differencing scheme for the diffusion terms. For the discretization of the 
pressure, the PRESTO! (PREssure STaggering Option, Fluent Inc. 2001) scheme is used. The 
SIMPLEC scheme is used for the pressure-velocity coupling.   

 
5.1.4 Computation meshes 
 
As with the Test Cases B2 and B3, flow asymmetry has been observed for both the Test Cases E2 and E3 by 
Heikkinen (1991b) and Blomqvist (1991b). For this reason, simulations were carried out in both the half 
room and full room configurations. After some initial tests, a mesh grid of 60x53x38 for the half room 
configuration and 60x53x76 for the full room configuration were chosen as the main computational meshes. 
They represent a good compromise between the mesh resolution requirements and the available 
computational resources. In §4.3.2 and §4.3.3, it has been also shown that a similar mesh can give reasonable 
prediction of the isothermal ventilation flows in the test room for both the Test Cases B2 and B3. 
 
5.1.5 Comparison of numerical predictions with experimental data for the Test Case E2  
 
In Fig. 5.1, a comparison of the predictions at the symmetry plane using the SST k-ω model under half and 
full room configurations with the experiment measurements of Heikkinen (1991b) and Blomqvist (1991b) is 
given for the Test Case E2. Because of the large number of the figures, a complete comparison of the 
predictions with experiment measurements is given in Appendix 2-1.  
 
It can be seen from Fig. 5.1 and Appendix 2-1 that at the symmetry plane, the prediction from full room 
configuration shows a stronger jet flow than that from half room configuration; but the predicted temperature 
profiles show little difference at the symmetry plane and also at the side planes. Only near the front wall 
(window) and the side walls, i.e., between X=3.6m~4.1m and at Z=±1.7m, the predicted temperature profiles 



 95

show some difference: the predicted temperatures from the full room configuration show better agreement 
with measurements near the floor and the predicted temperatures from half room configuration show better 
agreement with measurements near the ceiling. In the middle of the room, the predictions from the two 
configurations are nearly the same. It can be also seen from Appendix 2-1 that before X=2.2m, the predicted 
temperature profiles are nearer to the measured profiles of Blomqvist for the +Z side, but at the –Z side the 
predicted temperature profiles approach more to the measurements of Heikkinen. Beginning from X=2.2m, 
the predicted temperature profiles and velocity profiles are nearer to the measured ones of Heikkinen. By 
comparing the two experiment data sets shown in Appendix 2-1, it can be seen that both of the two data sets 
show strong asymmetry for both of the temperature profiles and velocity profiles, this can be more clearly 
illustrated by an example of the measured temperature (isotherm) contours and air speed (isovel) contours 
from the two data sets as shown in Figs. 5.3 and 5.4. The data of Heikkinen show strongest asymmetry at 
X=3.6m for both the temperature profiles and the velocity profiles; for example, at X=3.6m and Z=±1.2m, the 
maximum difference of the temperatures at the two sides of the room is more than 1°C (Fig. A-2-1-6); at 
X=3.6m and Z=±0.6m, the maximum difference of air speeds at the two sides of the room is more than 
0.15m/s (at Y=1.5m), i.e., more than 50% of the maximum air speed (about 0.25m/s) in that section. In the 
predictions, the predicted temperature profiles are nearly symmetric, except in the jet region near the inlet 
wall (X=0.1m and Y>1.75m, Fig. A-2-1-1), where some degree of asymmetry exists in the predicted 
temperature profiles, but the asymmetry is much less than that of the measurements. The predicted velocity 
profiles do show some degree of asymmetry, but the asymmetry is much less profound than the measured 
profiles. From Fig. 5.4b it can be seen that beginning from about Y=1.5m there is a recirculation flow at the 
upper right corner of the test room, and the center of the recirculation flow is at about X=3.6m, that means 
that near the window the buoyancy force is stronger than the convection force, and an upward flow forms 
near the heated window. From Fig. 5.4a it can be seen that the buoyancy force is much stronger at one side 
than at the other side of the room, which can be also seen by comparing the measured air speed profiles at 
X=3.6m, Z=±0.6m and Z=±1.2m as shown in Fig. A-2-1-14, where the predicted air speeds show biggest 
discrepancies with those of measurements. The maximum discrepancy is at X=3.6m, Z=0.6m and Y=1.5m, 
where the predicted air speed is only about 0.05m/s but the measured one is about 0.25m/s. As indicated 
above, the measured air speeds on the two sides of the symmetry plane show biggest difference at this same 
position too, i.e., at X=3.6m and Y=1.5m, the measured air speed is about 0.25m/s at Z=0.6m but only about 
0.1m/s at Z=−0.6m. In the prediction, this upwind buoyancy flow is not reproduced, that explains why the 
predicted temperatures between X=3.6m~4.1m show biggest discrepancies with measured data especially at 
the –Z side (cf. Figs. A-2-1-6 ~ A-2-1-8), the biggest difference is at X=3.6m and Z=−1.2m, where the 
difference between the predicted and measured temperatures is about 2°C. At the other places in the room, the 
predicted temperatures and air speeds are in general close to the measured values. 
 
5.1.6 Comparison of numerical predictions with experimental data for the Test Case E3 
 
The predictions at the symmetry plane using the RNG k-ε model, the Realizable k-ε model and the SST k-ω 
model for the Test Case E3 are compared with measured data of Heikkinen (1991b) and Blomqvist (1991b) in 
Fig. 5.2; the predictions were obtained from half room configuration and the non-equilibrium wall function 
was used with the two k-ε models. Because of the large number of the figures, a complete comparison of the 
predictions with experiment measurements is given in Appendix 2-2. 
 
It can be seen from Fig. 5.2 and Appendix 2-2 that the predictions from these three turbulence models agree 
reasonably well with measurements for both the temperature profiles and the velocity profiles. For the 
temperature profiles, the prediction from the SST k-ω model correlates generally better with measurements 
than those from the two k-ε models; but for the air speed profiles, the predictions from the two k-ε models 
corresponds slightly better with measurements than that from the SST k-ω model. It can be seen also from 
Appendix 2-2 that beginning from X=2.2m, the predictions from these three models correlate slightly better 
with the measurements of Blomqvist, because in his measurements, the flow is less asymmetric than in the 
measurements of Heikkinen for this test case, which can be more clearly illustrated from an example taken 
from the two measured data sets as shown in Figs. 5.5 and 5.6. Comparing Figs. 5.4a and 5.6a, it seems that 
the flow is more asymmetric at 6ACH than at 3ACH in the case of Heikkinen, but in the case of Blomqvist, it 
is just the contrary, and in the case of 3ACH, the asymmetry is very strong.  
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Fig. 5.1 Comparison of predicted temperature and mean air speed profiles (using SST k-ω model, 
under full and half room configurations) with measurements for the Test Case E2 
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Fig. 5.1 Comparison of predicted temperature and mean air speed profiles (using SST k-ω model,  
under full and half room configurations) with measurements for the Test Case E2 (Contd.) 
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Fig. 5.2 Comparison of predicted temperature and mean air speed profiles (using RNG and Realizable k-ε 
models and SST k-ω model under half room configuration) with measurements for the Test Case E3 
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Fig. 5.2 Comparison of predicted temperature and mean air speed profiles (using RNG and Realizable k-ε 
models and SST k-ω model under half room configuration) with measurements for the Test Case E3 

 (Contd.) 
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                         (a) Isovel at Y=2.45m                                                        (b) Isotherm at Y=2.45m 
 
Fig. 5.3 The measured temperature and air speed contours at Y=2.45m (Test Case E2) by Blomqvist (1991b) 

 
 

 
 

 
                         (a) Isovel at Y=2.4m                                                                      (b) Isovel at Z=0m 
 

Fig. 5.4 The measured air speed contours at Y=2.4m and Z=0m (Test Case E2) by Heikkinen (1991b) 
 
 

  

                                
                                (a) Isovel at Y=2.45m                                                                (b) Isotherm at Y=2.45m 
 
Fig. 5.5 The measured temperature and air speed contours at Y=2.45m (Test Case E3) by Blomqvist (1991b) 
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                              (a) Isovel at Y=2.4m                                                                   (b) Isovel at Z=0m 
 

Fig. 5.6 The measured air speed contours at Y=2.4m and Z=0m (Test Case E3) by Heikkinen (1991b) 
 
 

5.1.7 Remarks 
 
As with the Test Case B3, when the flow is strongly asymmetric, it is more difficult for the numerical 
prediction to capture the asymmetric flow pattern because physically it is not clear what the cause of the flow 
asymmetry is and why and when it will take place. 
 
From the comparisons in Figs. 5.1 and 5.2 and in Appendix 2-1 and 2-2, it can be concluded that the 
predictions for the Test Cases E2 and E3 are in general satisfactory. For the Test Case E2, the predicted 
results are close to either one set or another set of the measured data. Some big discrepancies exist for the 
predicted temperature and velocity profiles compared with the measurements, they are mainly found in the 
region near the window, where the buoyancy force is competing with the convection force. If we consider the 
strong asymmetric flow pattern observed in the experiments and the differences between the two 
experimental data sets, the predicted results can be accepted as reasonable. For example at X=4.1m and 
Z=0.6m in Fig. A-2-1-8, the difference of measured temperature between the two data sets near the ceiling is 
about 4°C, while the biggest difference of temperature between prediction and the measurement of Heikkinen 
is about 2°C, and in most part of the test room, the difference of temperature between prediction and 
measurement is less than 0.5°C; also at X= 4m and Z=1.7m in Fig. A-2-1-15, the measured air speed near the 
floor is about 0.02m/s from Blomqvist and 0.18m/s from Heikkinen, the difference being 9 times between the 
two data sets.  For the Test Case E3, the prediction falls in between the two data sets in most part of the room.  
 
The Test Case E2 is more difficult for the numerical methods to correctly predict because in this case the 
buoyancy force and the convection force are of the same order near the window; it is well known that in such 
cases the turbulence models don’t work well. This has manifested in the present study too. For the two Test 
Cases, the maximum discrepancies between the predictions and the measurements are found in the regions 
near the window, and for the Test Case E2 the discrepancies are bigger than for the Test Case E3. 
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5.2 Validation study: IEA Annex 20 Test Case F (Forced convection, isothermal with contaminants) 

 
Contaminant transport by ventilation is a very important process to be investigated because it is the transport 
mechanism that determines how the contaminants are distributed in a ventilated space, which influences 
directly the indoor air quality (IAQ).  The distribution of contaminants is determined by the air flow pattern 
and by the characteristics of the contaminant sources. Experimental studies on this subject are very scarce in 
the literature. The IEA Annex Test Case F (forced convection with contaminants) is one of the very few test 
cases which deal with contaminant transport in a real 3D configuration with practical relevance. It is also one 
of the most difficult test cases to simulate in the IEA Annex 20 practice because in this case, the ventilation 
rate is only 1.5 ACH which is approximately the minimum value required to ventilate an office room 
(Heiselberg 1991), significant low-Reynolds number effects exist in both the flow regions in and near the 
diffuser and in the test room as suggested in the IEA subtask-1 summary report (Lemaire 1993) and in 
Shovgaard et al. (1990), which is a non-trivial test for both the turbulence models and near-wall models. It is 
thus chosen as the test case to validate the species transport models in FLUENT. 

5.2.1 Problem description: The IEA Annex 20 Test Case F 
 
The experiment for the IEA Annex 20 Test Case F (forced convection with contaminants) was conducted in 
an IEA Annex 20 standard test room under isothermal and steady-state conditions at the Department of 
Building Technology and Structural Engineering of the University of Aalborg (Denmark) and the 
measurement results were reported by Heiselberg (1991).   
 
The test room is similar to that shown in Fig. 4.28 except the room height is 2.4m. The air supply device is 
the same as that used in the Test Case B and E as shown in Fig. 4.29. The locations of the inlet diffuser and 
the exhaust opening are the same as shown in Fig. 4.34, i.e., the inlet diffuser is located on the horizontal 
center of a rear wall and 0.2 m below the ceiling and the exhaust opening is 0.23m below the inlet diffuser. 
The contaminant is a mixture of CO2 (Carbon Dioxide) and He (Helium) which was introduced through a 
ping-pong ball of 30 mm diameter on which 6 evenly distributed holes of 1mm diameter each were perforated. 
The ping-pong ball was placed approximately in the middle of the test room at the point of (x, y, z) = (2.2, 1.2, 
0.0). The mixture can have different densities according to the ratio of CO2 and He and was continuously 
introduced to the room at a constant flow rate of 0.025 l/s.  The experiment configuration is shown in Fig. 5.7. 
 
 

                                            
 
 

Fig. 5.7 Configuration of the Test Room for the IEA Annex 20 Test Case F (Heiselberg 1991) 
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The ventilation rate in the experiments is 1.5 ACH which is approximately the minimum value required to 
ventilate an office room (Heiselberg 1991). Three test cases with contaminant densities of ρ=0.8 kg/m3, ρ=1.2 
kg/m3 and ρ=1.8 kg/m3 were carried out which represent, respectively, a case with low density of the 
contamination source with a tendency of the contaminants to migrate to the ceiling region (with buoyancy 
effect), a basic case with neutral density and a case with high density of the contamination source with a 
tendency of the contaminants to migrate to the floor region. 
 
Experiment measurements were carried out under isothermal and steady state conditions. In each test case the 
CO2 concentrations were measured at 110 points in the symmetry plane of the test room. The position and 
distribution of the measuring points are shown in Fig. 5.8 (Heiselberg 1991). The measured results were 
reported as dimensionless mean values with standard deviation. The concentration values are normalized 
relative to the mean concentration at the exhaust opening.  
 
 

 
 
 

Fig. 5.8 Position and distribution of the measuring points at the symmetry plane of the test room  
(Heiselberg 1991) 

 
 

The key parameters for the test cases are summarized in Table 5.2.  
 
 

Table 5.2  Key parameters of the IEA Annex 20 Test Case F (Heiselberg 1991) 
 

Test Case 
Air Change Rate 

ACH ( 1−h ) 

Air Flow Rate 

sm /3  

Contaminant Density 
3/ mkg  

Contaminant Total Flow Rate 
sl /  

F1 1.5 0.0151 0.8 0.025 
F2 1.5 0.0151 1.2 0.025 
F2 1.5 0.0151 1.8 0.025 

 
 

 
5.2.2 Modeling and simulation of the IEA Annex 20 Test Case F 
 
Having validated that the RNG k-ε model together with the momentum method work well for the HESCO 
nozzle diffuser, simulation of the IEA Test Case F was first carried out with the RNG k-ε model as suggested 
by Chen (1995, 2001) and Gan (1998). For all the simulations, a converged flow field without contaminant 
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transport was first calculated with the RNG k-ε model, it was then used as the initial guess of the flow field 
for the subsequent calculations. 
 
 
5.2.2.1 Boundary conditions and numerical schemes 
 
The following boundary conditions and numerical schemes are commonly used for all the three test cases.  
 
Inlet diffuser 

As with the Test Case B and E, the inlet diffuser was modeled using the momentum method and 
local mesh refinement at the vicinity of the diffuser. The refinement region was from X=0~0.3m, 
Y=2.03~2.4m and Z=0~0.35m for half room configuration and X=0~0.3m, Y=2.03~2.4m and 
Z=−0.35 ~ 0.35m for full room configuration. A mass flow rate was imposed at the supply opening 
and a momentum source term was added to a volume adjacent to the diffuser.   

 
Contaminant source 

The contaminant source was modeled as a momentumless volumetric mass source which was 
imposed on one or several grid cells centered at the point (x, y, z) = (2.2, 1.2, 0). The volumetric 
mass flow rates of CO2 and He are specified separately on the source cell(s) which is the source term 

ΦS in equation 3.8 or 3.12.  

 
Exhaust opening 

At the exhaust opening, the Dirichlet condition was specified, i.e., the gauge pressure at the outlet is 
set as zero.   

 
Discretization scheme 

The discretization schemes are the same as used in the Test Case E as shown in §5.1.3.  
 

Physical properties 
One of the most important problems in modeling mass transfer process in fluids is how to 
appropriately specify the transport properties for the fluids mixture. In this study, the transport 
properties of the individual gases were specified according to appropriate data sources. The specific 
heat, viscosity and thermal conductivity of the mixture as well as its density were calculated using 
ideal gas mixing law, and the mass diffusivity of the gases was specified using the dilute 
approximation, i.e., CO2 and He were taken as dilutes and only the diffusion coefficients of CO2 and 
He in air were specified, air was considered as the carrier gas and its diffusion coefficient (in air) 
was set to zero. 

 
 
5.2.2.2 Computation meshes 
 
Simulation was carried out in both the full room and the half room configurations. Although in some of the 
IEA Annex 20 experiments, evidence of asymmetric flow in the test room has been observed as in the Test 
Cases B and E, in this test case, no significant difference was found between the results from full-room 
simulation and half room simulation with similar mesh grid resolutions. Thus the simulations were mainly 
carried out in half room configuration, i.e., a symmetric flow in the test room was assumed and a symmetry 
boundary condition was applied at the symmetry plane of the room. 
 
For mesh dependence test, simulations with different mesh grids were carried out in both the half room 
configuration and full room configuration. The tested cases are summarized in Table 5.3.  
 
It was found that in the half room configuration, beginning from the mesh grid of 57x64x34 (Case 8 in Table 
5.3), the difference between the results from different mesh grids tends to diminish, some differences exist 
mainly in the region near the contaminant source.  When mesh size was increased to 73x74x40, no essential 
difference exists between the results from this mesh and from denser meshes. For the consideration of a 
balance of prediction precision and computational cost, the calculations were mainly carried out with the 
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mesh grid of 73x74x40 (216080 cells). When the local mesh refinement was applied in the region near the 
supply diffuser (from X=0 ~ 0.3m, Y=2.03 ~ 2.4 m, Z=0 ~ 0.35m), the mesh size increased further to 237640 
cells.  
 

Table 5.3 Summary of Tested Simulation Cases 
 

Cell Number Source Cells 
Case Mesh 

Original +Local Refine Count Volume (m3) 
Configuration 

1 36x36x39 50544  2 0.0004285 Full Room 
1 0.0000816328 
6  0.0004897969 2 43x41x39 68757  
7 0.0005714297 

Full Room 

3 55x54x49 145530  1 0.0001268214 Full Room 
4 52x52x56 151412  16 0.0002412209 Full Room 
5 56x56x50 156800 171472 8 0.0001268214 Full Room 
6 60x59x55 194700  4 0.0000707215 Full Room 
7 57x68x30 116280  1 0.000017009 Half Room 

142932 1 or 5 0.0000188987 
138228 1 or 5 or 8 57x64x34 124032 
156610 1 or 5 0.000100682 

Half Room 

9 57x67x33 126027  1 0.0000226784 Half Room 
10 61x72x34 149328 165204 1 0.0000188987 Half Room 

1 0.0000188987 
11 73x74x40 216080 237640 

594 0.01652897 
Half Room 

12 78x74x40 230880 252440 2 0.0000184062 Half Room 
13 87x74x40 257520 279080 50 0.0007027292 Half Room 

 
 

 
5.2.2.3 Test Case F1: contaminant transport with strong buoyancy 
 
In the test case F1, the density of the contaminant mixture is 0.8 kg/m3, which is much lighter than the 
ambient air (≈1.2kg/m3), a strong buoyancy force formed which tends to force the contaminant mixture to 
migrate to the upper region of the room.  Simulation for this test case was first carried out with the RNG k-ε 
model and with the RSM model because of the presence of strong buoyancy as suggested by Chen (1995, 
1996) and Gan (1998). 
 
It was found that although the RNG model can predict reasonably well the jet flow from the inlet diffuser, 
when coupled with mass transfer and with the presence of buoyancy force, it predicts a very strong upward 
contaminant jet flow above the contaminant source as shown in Fig. 5.9 which is non-physical compared with 
experiment measurement.  The strong upward jet flow predicted by the RNG k-ε model is repeated with 
different mesh grids in both the half and full room configurations. Thus further test with this model for the 
Test Case F1 (TF1) was not pursued.  
 
In Fig. 5.9, the predicted relative CO2 concentration contours using the RSM model and the same mesh grids 
are also shown, it can be seen that the predicted result using the RSM model is much better than that obtained 
with the RNG k-ε model, but both models under-predict the CO2 concentration downstream the contaminant 
source, i.e., at the sections of X > 2.2m. Fig. 5.10 is a point-to-point comparison of the simulation result using 
the RSM model with experimental data. It can be seen that the CO2 concentration downstream the 
contaminant source is largely under-predicted in the lower part of the room.  
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(a) Relative CO2 concentration contours at the symmetry plane predicted using RNG k-ε model 
 

 
 

(b) Relative CO2 concentration contours at the symmetry plane predicted using RSM model 

 
(c) Measured relative CO2 concentration contours at the symmetry plane 

 
Fig. 5.9 Comparison of the measured and computed relative CO2 concentration contours 

on the symmetry plane using the RNG k-ε model and the RSM model  
(Mesh grid: 57x63x34 – Case 8 in Table 5.3) 
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Fig. 5.10 Comparison of the predicted CO2 concentration distribution with experimental data 
 using the RSM turbulence model 

Note: 
 
Mesh size: 57x68x34 (half room) 
MSC: including initial momentum 

source of the contaminants 
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Modeling of the contaminant source 
 
In the above calculations, the contaminant source was modeled as a momentumless volumetric mass source, 
thus the distribution of CO2 and He in the room is determined by the interaction of the convection, the 
diffusion and the buoyancy forces. Because the initial velocity of the contaminant mixture leaving the ping-
pong ball is more than 5m/s which is rather large compared with the mean velocities in the test room, to 
verify if the initial momentum of the contaminant source influences the distribution of CO2 and He, 
calculation was repeated using the same mesh but the contaminant source was modeled as a volumetric mass 
source plus a momentum source as shown in Fig. 5.11a. The momentum source is determined by calculating 
the total initial momentum flow rate and it was then evenly distributed in the six coordinate directions (X, -X; 
Y, -Y; Z, -Z) as shown in Fig. 5.7. In the half room configuration, because of the symmetry boundary 
condition, the momentum flow rate at each source cell (except the source cell in Z direction) in Fig. 5.11a is 
only half of the value in the respective coordinate direction.  
 

Initial velocity of the contaminant mixture Uc: 

31.5
5.1)001.0(14.3

10025.0

6
4

2

3

2
=××

×=
×

= −

d

q
U c

c π
&

m/s 

where cq& is the total volume flow rate of the contaminant mixture, 025.0=cq&  l/s; 

d is the diameter of the small openings on the ping-pong ball, d=1.0 mm. 
 

Total initial momentum flow rate of the contaminant mixture cM& : 

 

NUqM cccc
43 10062.131.510025.08.0 −− ×=×××== && ρ  

 

where cρ is the density of the contaminant mixture, 3/8.0 mkgc =ρ for the Test Case F1. 

 
Thus the momentum flow at each source cell (except the source cell in Z direction) in Fig. 5.11a can be 
calculated as: 
 

6
4

1085.8
2

1

6

10062.1 −− ×=××
 N 

 

For the source cell in Z direction, the momentum flow is 66 1077.121085.8 −− = xxx N.  
 
The mass flow source in each cell is determined by a similar process. 
 
A comparison of the calculated relative CO2 concentration at the symmetry plane with/without the 
consideration of the initial momentum of the contaminant mixture is also given in Fig. 5.10. It can be seen 
that the inclusion of the initial momentum of the contaminant mixture in the calculation doesn’t change the 
prediction results, in other words, the under-prediction of the CO2 concentration downstream the contaminant 
source was not caused by not considering its initial momentum. This result was also verified in the simulation 
with full room configuration (Case 2 in Table 5.3), where 6 or 7 grid cells were used as the contaminant 
source cell (see Figs. 5.11b and 5.11c).  
 
When 6 cells were used as the contaminant source cells, a volumetric mass source and a momentum source 
were added to each cell in one of the six coordinate directions as shown in Fig. 5.11b. When 7 cells were used 
as the contaminant source cell, the entrained air by the small jets from the six round holes on the ping-pong 
ball was calculated using round jet formulae and was added as part of the volumetric mass source to each cell 
in the six coordinate directions (Launder 2002). In addition to the six source cells as shown in Fig. 5.11b,  a 
negative volumetric mass source (sink) equal to the total entrained air mass was added to the center cell to 
compensate the added air in the 6 contaminant source cells to maintain mass balance (Fig. 5.11c). The 
predicted CO2 concentration profiles using momentumless contaminant mass source, mass source plus 



 109

momentum source, mass source plus entrained air source and the momentum source show essentially no 
difference. 
 
 

            
          (a) 5 source cells (half room)                                 (b) 6 source cells                            (c) 7 source cells 

 
Fig. 5.11 Contaminant source cells (including initial momentum source of the contaminants) 

 in half and full room configurations 
 
 

Influence of the source cells volume on the prediction results 
 
In the experiment, the contaminant source can be considered as a point source because its dimension is very 
small (diameter Φ=30mm) compared with the dimensions of the test room (4.2mx2.4mx3.6m). In the 
numerical simulation it is impractical to fully resolve the geometrical details of the ping-pong ball with the 
small openings on it  because that would necessitate too many mesh grids in the region around the source, 
thus the contaminant source was modeled as a volumetric mass source contained in one or more grid cells. 
Having verified that the initial momentum of the contaminant mixture doesn’t have significant impact on the 
prediction results, the next logical step is to see how the volume size of the source cells influences the 
prediction results. For this purpose, simulations with a small source (a single cell) and a very large source 
(594 cells) and the same mesh grid (73x74x40) were carried out, the ratio of the large source volume to that 
of the small source is about 875.  The predicted results are compared in Fig. 5.12. It can be seen that the 
predicted results are nearly the same everywhere except at the section of X=2.2m, where the peak CO2 
concentration is lower with the big source. This is a logical consequence because the section X=2.2m cuts 
through the source cells. When a big source is used, the initial CO2 concentration in the cells is much lower, 
that means also that the initial CO2 concentration gradient at the interface of the CO2 source cells and the rest 
of the room is much smaller, but it doesn’t influence the global distribution of CO2 in the room, just has a 
very limited local effect. 
 
Influence of mesh resolution on the prediction results 
 
To examine how the mesh grids influence the prediction results, local refinement of the mesh grids was 
applied to the regions near the supply diffuser and around the contaminant source. Fig. 5.13 shows three 
locally refined meshes: (a) local refinement around the contaminant source; (b) local refinement at the region 
near the supply diffuser; (c) local refinement near the supply diffuser and around the contaminant source. Fig. 
5.14 is a comparison of the predicted relative CO2 concentration contours with these three meshes using the 
RSM turbulence model. Fig. 5.15 is a point-to-point comparison of the predicted results using the three mesh 
grids with experimental data. Comparing Fig. 5.9b and Fig. 5.14a, it can be easily seen that the local mesh 
refinement around the contaminant source has very little influence on the predicted results. On the contrary, 
the local mesh refinement near the supply diffuser significantly changes the predicted CO2 concentration 
contours on the symmetry plane of the test room, and a combination of the above two local mesh refinements 
gives nearly the same result with that of only locally refined near the supply diffuser. This result is consistent 
with the result from §5.3.2: when the mesh near the diffuser is locally refined, the predicted maximum 
velocity in the wall jet increases, that means that the convection force becomes stronger, and then the peak 
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CO2 concentration at X=1.9m section is blown off, as a consequence, the CO2 concentration downstream the 
contaminant source ( X >2.2m ) is also reduced, resulting in a more even distribution of CO2 in the test room 
(cf. Figs. 4.36 and 4.37). This result can be further illustrated by a comparison of the simulation results with 
different mesh grids as show in Fig. 5.16. It can be seen from Fig. 5.16 that as the mesh size increases, the 
peak CO2 concentration at X=1.9m section decreases, and then the peak CO2 concentration downstream the 
contaminant source (X=2.5m, 2.9m and 3.4 m) also decreases. The predicted CO2 concentrations near the two 
rear walls (front wall and end wall) don’t change much as the mesh size changes, they are all about 1, i.e., 
nearly the same concentration as that at the exhaust opening.  By a comparison of Fig. 5.15 and Fig. 5.16, it 
can be seen that when the mesh is locally refined near the supply diffuser, the coarser mesh (57x64x34) can 
give nearly the same result as with the much finer mesh 73x74x40, that means the predicted CO2 
concentration distribution is mainly controlled by the mesh resolution near the supply diffuser, it is a direct 
indication that the room air distribution is mainly controlled by the supply diffuser, thus the correct modeling 
of the supply diffuser is very important. 
 
It was observed also that as the mesh size increases, the difference between the predicted results from the 
initial mesh and its locally refined mesh (near the supply diffuser) decreases. This means that when the mesh 
grids at the jet flow region are fine enough, the influence of local mesh refinement near the diffuser on the 
prediction results decreases. Fig. 5.17 is a comparison of the predicted results with two different mesh grids 
and their locally refined meshes. It can be seen that with the mesh 73x74x40 (Case 11 in Table 5.3), there is 
practically no difference between the results from the initial mesh and from the locally refined mesh. This is 
contrary to that shown in Fig. 5.14 and Fig. 5.15 where the initial mesh size is 57x64x34. With this mesh, the 
influence of local mesh refinement in the vicinity of the supply diffuser on the prediction results is very 
significant.  
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Fig. 5.12 Comparison of the predicted CO2 concentration distribution  
using small and big source cells for the contaminant mixture  

 
 

Note: 
 
Mesh5: 73x74x40 (Case 11 in Table 5.3) 
LR: local mesh refinement near the 

diffuser  
BS: big contaminant source cells 
 
RSM model (EWF) 
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(a) Local mesh refinement around the contaminant source (from X=1.8 ~2.5m, Y=0.9 ~1.5m, Z=0 ~ 0.3m) 
 

 
 

(b) Local mesh refinement near the supply diffuser (from X=0 ~1m, Y=2.03 ~ 2.4m, Z=0 ~ 0.35m) 
 

 
 

(c) Local mesh refinement near the supply diffuser and around the contaminant source 
 (from X=0 ~1m, Y=2.03 ~2.4m, Z=0 ~ 0.35m and X=1.9 ~ 2.5m, Y=1 ~ 1.6m, Z=0 ~ 0.3m) 

 
Fig. 5.13 Local mesh refinement near the supply diffuser and around the contaminant source 

(Initial mesh: 57x64x34 – Case 8 in Table 5.3) 
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(a) Relative CO2 concentration contours predicted with mesh grid (a) in Fig. 5.13 
 

 
 

(b) Relative CO2 concentration contours predicted with mesh grid (b) in Fig. 5.13 
 

 
 

(c) Relative CO2 concentration contours predicted with mesh grid (c) in Fig. 5.13 
 

Fig. 5.14 Comparison of the predicted relative CO2 concentration contours with different local mesh 
refinements (RSM turbulence model with enhanced wall treatment. Initial mesh: 57x64x34) 
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Fig. 5.15 Comparison of the predicted CO2 concentration distribution  
using different local mesh refinements and the RSM model with experimental data 

Note: 
 
Initial mesh: 57x64x34 
Adapt1: Local refine (a) in Fig. 5.13 
Adapt2: Local refine (b) in Fig. 5.13 
Adapt1+2: Local refine (c) in Fig. 5.13 
 
RSM model (EWF) 
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Fig. 5.16 Comparison of the predicted CO2 concentration distribution  
with the RSM model and different mesh sizes  

 

Note: 
 
Half room configuration 
 
Mesh3: 57x64x34 
Mesh4: 61x72x34 
Mesh5: 73x74X40 
CMS: containing initial contaminant 

momentum source 
 
RSM model (EWF). Without local 
mesh refinement near the supply 
diffuser 
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Fig. 5.17 Comparison of the predicted CO2 concentration distribution with different mesh girds and 
local mesh refinement near the supply diffuser (RSM model) 

Note: 
 
Half room configuration 
 
Mesh4: 61x72x34 
Mesh5: 73x74x40 
LR: local mesh refinement near the 

supply diffuser 
 
RSM model (EWF) 
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Prediction of the Test Case F1 using other turbulence models   
 
SST k-ω model 

 
The SST k-ω model was also tried out for this test case because it can give a better prediction of the wall jet 
velocity profiles as shown in Fig. 4.48.  Unfortunately, like the RNG k-ε model, it predicts a very strong 
upward contaminant jet flow just above the contaminant source which is non-physical. Fig. 5.18 shows the 
predicted relative CO2 concentration contours at the symmetry plane from both the full room configuration 
(Fig. 5.18a, 56x56x50) and half room configuration (Fig. 5.18b, 73x74x40), both with local mesh refinement 
near the supply diffuser.  Compared with Fig. 5.9a, it can be seen that the relative CO2 concentration contours 
predicted by the SST k-ω model are very similar to those predicted by the RNG k-ε model, although the 
upward jet predicted by the latter  is a little stronger.  
 
 

 
 

 (a) Full room configuration (mesh size 56x56x52), with local mesh refinement near the supply diffuser 
 
 
 

 
 

 (b) Half room configuration (mesh size 73x74x40), with local mesh refinement near the supply diffuser 
 

Fig. 5.18 Predicted relative CO2 concentration contours at the symmetry plane 
 using  the SST k-ω model   
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Standard k-ε model 

 
The standard k-ε model has some better performance for the prediction of the Test Case 1 (TF1) than do the 
RNG k-ε model and the SST k-ω model. Fig. 5.19 shows the predicted relative CO2 concentration contours 
with a mesh grid of 61x72x34 (Case 10 in Table 5.3) and with local mesh refinement near the supply diffuser. 
 
 

 
 

Fig. 5.19 Predicted Relative CO2 concentration profiles at the symmetry plane with the standard k-ε model 
 and with local mesh refinement near the supply diffuser (half room configuration) 

 
Fig. 5.20 shows a point-to-point comparison of the predicted CO2 concentration distribution using the 
standard k-ε model and the RSM model with the above mesh grid. It can be seen that the CO2 concentration 
near the front wall ( X < 1.5m ) is slightly under-predicted by the standard k-ε model; at the other places in 
the test room, this model can give comparable results with that predicted by the RSM model, although in total 
the result predicted by the latter is a little better.  
 
Realizable k-ε model 

 
It was found that the realizable k-ε model doesn’t offer any advantages over the other turbulence models for 
all the three test cases (F1, F2 and F3) and it is not stable for the cases tested. Further test with this model was 
not continued.  
 
 
Influences of the Prandtl number and Schmidt number on the prediction results 
 
At present, it is not known how the Prandtl number and Schmidt number change in the low-Reynolds number 
flow region near walls (Versteeg 1995). In FLUENT, the wall Prandtl number is set to 0.85, and the Schmidt 
number is assumed to be a constant as 0.7.  In literature, a Prandtl number between 0.5 ~ 0.9 (Awbi 1989) and 
a Schmidt number between 0.7 ~ 1.0 (Chen et al. 2000, Versteeg et al. 1995) have been used by different 
authors. Nielsen et al. (1979) and Ideriah (1980) have used an expression for the Prandtl number based on 
boundary layer measurement but Awbi (1989) found that using such expressions doesn’t improve the 
numerical simulation for air flow in rooms. In the present study, several combinations of different Prandtl 
numbers and Schmidt numbers have been tested and no essential difference was found between the predicted 
results for the CO2 concentration distribution on the symmetry plane. Fig. 5.21 is a sample comparison of the 
predicted CO2 concentration distribution using 3 different combinations of Prandtl number and Schmidt 
number: (a) 85.0=tσ , 7.0=tSc (default in FLUENT); (b) 9.0=tσ , 6.0=tSc ; (c) 9.0=tσ , 8.0=tSc . It 

can be seen that nearly no difference exists between the predicted results. The same result was also found for 
the other two test cases: F2 and F3. 
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Fig. 5.20 Comparison of the predicted CO2 concentration distribution on the symmetry plane  
using the standard k-ε model and the RSM model with experimental data  

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
 
Standard k-ε model and RSM model 
with enhanced wall treatment 
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Fig. 5.21 Comparison of predicted CO2 concentration distribution on the symmetry plane  

using the RSM model and different Prandtl – Schmidt  numbers 
 
 

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
 
RSM model with local mesh 
refinement near the diffuser 
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Prescribed velocity method 
 
The RNG k-ε model predicts very well the jet flow issued from the diffuser, but when coupled with mass 
transfer and with mass buoyancy, it predicts a very strong upward jet flow above the contaminant source 
which is non-physical.  An interesting question is: if we take the jet velocity profiles predicted by the RNG k-
ε model and use it as the initial condition for the jet flow using prescribed velocity method, what can we get?  
 
As has been shown in Fig. 4.50 the RNG k-ε model predicts very well the X velocity (streamwise) profiles, 
but less satisfactory for the Y (crosswise) and Z (spanwise) velocity profiles of the jet flow. Thus the X 
velocity profiles calculated using the RNG k-ε model and local mesh refinement without contaminant transfer 
were taken at the three vertical sections of X=0.5m, X=1m and X=2.2m for Y=2 ~ 2.4m and Z=0 ~ 0.5 m, 
which were then used as the prescribed X velocity profiles and were imposed at the corresponding position at 
the subsequent calculations.  In FLUENT, it is possible to fix the values of variables in a cell or in a fluid or 
solid zone. When a value is fixed in a given cell, the transport equation for that variable is not solved in the 
cell, the fixed value is used to calculate the face fluxes between the cell and its neighbors, resulting in a 
smooth transition between the fixed value of the variable and the values at the neighboring cells (Fluent Inc. 
2001).  In Fig. 5.22 a comparison of the predicted CO2 concentration distribution using the RSM model and 
prescribed X velocity profiles at X=0.5m, X=1m and X=2.2m is given. It can be seen that there is essentially 
no difference between the predicted results when the prescribed X velocity profiles were added to all the three 
sections at X=0.5m, X=1m and X=2.2m or to two of them. When the prescribed X velocity profile is added 
only to X=2.2m section, the predicted CO2 distribution is similar to the result from the same mesh but without 
local mesh refinement near the supply diffuser.  From Fig. 5.23, it can be clearly seen how the position of the 
prescribed X velocity profiles influence the prediction results: as the profiles are added to a position nearer to 
the end wall, the peak CO2 concentrations at X=1.9m and X=2.5m sections become lower, and the results 
approach more the results predicted by local mesh refinement near the diffuser.   
 
Fig. 5.24 is a comparison of the predicted CO2 concentration distribution using the standard k-ε model and 
the prescribed velocity profile method. It can be seen that when the prescribed velocity profiles are added to 
one or more places, the prediction of CO2 concentration near the front wall of the room (X=0 ~ 1m) is 
improved. When the prescribed X velocity profiles are added to all three sections of X=0.5m, X=1m and 
X=2.2m or to only two sections of X=1m and X=2.2m, the predicted CO2 concentration distribution is 
significantly improved. 
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Fig. 5.22 Comparison of the predicted the CO2 concentration distribution using RSM model  

and prescribed velocity profiles at different positions  

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
 
RSM model (EWF) 
 
Prescribed X velocity profiles 
imposed at X=0.5m, X=1m and 
X=2.2m for Y=2 ~2.4m and 
Z=0~0.5m. 
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Fig. 5.23 Comparison of the predicted CO2 concentration distribution using RSM model  
and a single prescribed velocity profile at different positions 

 

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
 
RSM model (EWF) 
 
Prescribed velocity profiles 
imposed at X=0.5m, X=1m and 
X=2.2m for Y=2 ~2.4m and 
Z=0~0.5m. 
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Fig. 5.24 Comparison of the predicted CO2 concentration distribution at the symmetry plane  
using the standard k-ε model and prescribed velocity profiles at different positions 

 
 

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
 
Standard k-ε model (EWF) 
 
Prescribed X velocity profiles 
imposed at X=0.5m, X=1m and 
X=2.2m for Y=2 ~2.4m and 
Z=0~0.5m. 
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5.2.2.4 Test Case F2: contaminant transport by ventilation 
 
In Test Case F2, the contaminant mixture has the same density as that of the room air, thus its distribution is 
purely determined by the interaction of convection force and diffusion force. The RNG k-ε model was tried 
first. It was found that this model can give reasonable predictions for the CO2 concentration in the room 
compared with experiment data, but there exists significant difference between the predictions with and 
without the momentum source for the supply diffuser, better prediction results were obtained when the 
momentum source was not included. Fig. 5.25 shows a comparison of the predicted relative CO2 
concentration contours using the RNG k-ε model and with/without the momentum source for the supply 
diffuser. It can be seen that the predicted relative CO2 concentration contours without the momentum source 
for the supply diffuser correspond much better to the measurements, but as with the Test Case F1, the CO2 
concentration at the lower part of the room is still under-predicted. Fig. 5.26 is a point-to-point comparison of 
the predicted results with experiment data. 
 
The same locally refined meshes using the same initial mesh (57x64x34 — Case 8 in Table 5.3) as shown in 
Fig. 5.13 were used together with the RNG k-ε model to explore the influence of grid resolution on the 
prediction results. Fig. 5.27 is a comparison of the predicted relative CO2 concentration contours with the 
three locally refined meshes: (a) locally refined around the contaminant source (Fig. 5.13a); (b) locally 
refined near the supply diffuser (Fig. 5.13b); (c) locally refined around the contaminant source and near the 
supply diffuser (Fig. 5.13c).  In Fig. 5.28 a point-to-point comparison of the results obtained from these three 
locally refined meshes and also from the initial mesh is given. It can be seen that the results from the first two 
locally refined meshes are nearly the same and also the same as that from the initial mesh, the result from the 
third refined mesh (combined local refine near the supply diffuser and around the contaminant source) is 
slightly different from the other three cases, but the difference is small.  
 
The same modeling of the contaminant source including its initial momentum as shown in Fig. 5.11 was also 
tried for this case. It was found that when the initial momentum of the contaminant source is included in the 
modeling, all the turbulence models can not give a stable result if the momentum source for the supply 
diffuser is not included. And when the momentum source for the supply diffuser is included in the 
calculations, the predicted results from different turbulence models are very similar, they are all like that 
shown in Fig. 5.26.  The influence of the contaminant source cell volume on the prediction results was also 
tested. As with the Test Case F1, simulations with a small contaminant source cell (a single cell) and a very 
large contaminant source cell (594 cells) and with the same mesh grid (73x74x40) were conducted. The 
results from these two meshes are nearly the same except at the section of X=2.2m, where the peak CO2 
concentration is much lower when a big source cell is used. Fig. 5.29 is a comparison of the predicted results 
with small and big source cells.  
 
The low-Reynolds number (LRN) version of the RNG k-ε model (differential viscosity) was also tested for 
this test case, successive mesh adaptation was carried out to assure that the dimensionless wall distance Y+ is 
about 1. When using an initial mesh of 57x64x34, the final mesh size increased from the original 124032 
cells to 232882 cells. It was found that when the momentum source for the supply diffuser is not included, the 
low-Re RNG k-ε model gives nearly the same prediction results as its high-Re version with enhanced wall 
treatment, but the computational cost increased substantially because very fine mesh is needed when using the 
LRN version of the model. When the momentum source for the supply diffuser is included in the calculation, 
the LRN version gives a similar result as shown in Fig. 5.25b, and it’s very difficult to assure that all the Y+ 
values fall in the range of about 1, because the mesh size will become prohibitively high. 
 
It was found that the RNG k-ε model is the only model which can consistently give reasonable prediction 
results for this test case: there is no much difference between the results from a mesh with local mesh 
refinement near the diffuser and with the initial mesh as show in Fig. 5.29, that means that the initial mesh 
(73x74x40) is enough fine for this test case.  Also the sensitivity of the simulation results to the mesh grid 
size is less as compared with the Test Case F1.  Fig. 5.30 is a comparison of simulation results with the RNG 
k-ε model and different mesh sizes. It can be seen that the prediction from a coarser mesh 57x64x34 (124032 
cells) has only a very small difference with that from a much finer mesh 87x74x40 (257520 cells).  
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(a) Without momentum source for the supply diffuser 
 

 
 

(b) With momentum source for the supply diffuser 

 
(c) Measurements 

 
Fig. 5.25 Comparison of the measured and predicted relative CO2 concentration contours  

using the RNG k-ε model  with/without momentum source for the supply diffuser  
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Fig. 5.26 Comparison of the measured and predicted CO2 concentration distribution  
using the RNG k-ε and with/without momentum source for the supply diffuser  

Note: 
 
Half room configuration 
 
Mesh size: 61x72x34 
LR: Local mesh refinement near the 

supply diffuser 
MS: Momentum source for the 

supply diffuser 
 
RNG k-ε model (EWF) 
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(a) Relative CO2  concentration contours predicted with mesh grid (a) in Fig. 5.13 
 

 
 

(b) Relative CO2 concentration contours predicted with mesh grid (b) in Fig. 5.13 
 

 
 

(c) Relative CO2  concentration contours predicted with mesh grid (c) in Fig. 5.13 
 

Fig. 5.27 Comparison of the predicted relative CO2 concentration contours using  the RNG k-ε model and 
different local mesh refinements (with enhanced wall treatment. Initial mesh: 57x64x34) 
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Fig. 5.28 Comparison of the predicted CO2 concentration distribution using different  
local mesh refinements and the RNG k-ε model with experiment data 

 
 
 

Note: 
 
Initial mesh: 57x64x34 
LR1: Local refine (a) in Fig. 5.13 
LR2: Local refine (b) in Fig. 5.13 
LR1+2: Local refine (c) in Fig. 5.13 
RNG: No local mesh refine 
 
RNG k-ε model (EWF) 
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Fig. 5.29 Comparison of the predicted CO2 concentration distribution at the symmetry plane  

with small and big contaminant sources cells  and with the RNG k-ε model  

Note: 
 
Half room configuration 
 
Mesh size: 73x74x40 
BS: big contaminant source cell 
LR: local refine near the supply 

diffuser 
 
RNG k-ε model (EWF) 
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Fig. 5.30 Comparison of the predicted CO2 concentration distribution at the symmetry plane 
using the RNG k-ε model and different mesh sizes 

Note: 
 
Half room configuration 
 
Mesh 3: 57x64x34 
Mesh 4: 61x72x34 
Mesh 5: 73x74x40 
Mesh 7: 87x74x40 
 
RNG k-ε model (EWF) 
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5.2.2.5 Test Case F3: contaminant transport with stable stratification 
 
In Test Case F3, the contaminant mixture is much heavier than air, it tends to migrate to the lower part of the 
room and a stable stratification forms. The RNG k-ε model was tried first. As with the Test Case F1, this 
model predicts a very strong downward contaminant jet flow resulting in a high level of CO2 concentration 
below the contaminant source. This phenomenon was observed with different mesh sizes and with half and 
full room configurations. The RSM model is very sensitive to the mesh size for this case: sometimes the CO2 
concentration in the lower part of the room is under-predicted; sometimes it is over-predicted, it is hard to 
obtain a grid independent and consistent result.  The k-ω models always under-predict the CO2 concentration 
in the lower part of the room, the standard version of this model under-predicts also the CO2 concentration in 
the upper part of the room. The best simulation result was obtained with the standard k-ε model. Fig. 5.31 is a 
comparison of the measured and the predicted relative CO2 concentration contours using the RNG and the 
standard k-ε models and a mesh grid of 57x64x34, Fig. 5.32 is a comparison of the predicted CO2 
concentration distribution using the RSM model and different mesh sizes, Fig. 5.33 is a comparison of the 
predicted CO2 concentration distribution using the standard and the SST k-ω models with a mesh size of 
73x74x40. 
 
Local mesh refinements similar to those shown in Fig. 5.13 together with the standard k-ε model were tested: 
(a) local mesh refinement around the contaminant source (from X=1.9 ~ 2.5m, Y=0.7 ~ 1.4m, Z=0 ~ 0.3m); 
(b) local mesh refinement near the supply diffuser ( X=0 ~ 1m, Y=2.03 ~ 2.4m, Z=0 ~ 0.3m ); (c) local mesh 
refinement around the contaminant source and near the supply diffuser [(a)+(b)]. The predicted relative CO2 
concentration contours with these three mesh grids were compared in Fig. 5.34, a point-to-point comparison 
of the predicted results using these three locally refined meshes and also the original mesh (57x64x34) with 
experiment data is given in Fig. 5.35. It can be seen that the CO2 concentrations at the upper part of the room 
are a little under-predicted, and the results from these four meshes are nearly the same. At the lower part of 
the room, the predicted CO2 concentrations are a little higher than measured values when using locally 
refined mesh around the contaminant source, and they are a little lower than measurements when using 
locally refined mesh near the supply diffuser and locally refined mesh near the supply diffuser and around the 
contaminant source. The best result is from the original mesh (i.e. without local refinement). 
 
The sensitivity of the predicted results to the mesh size was tested using three different meshes. Fig. 5.36 is a 
comparison of the predicted results from three different meshes using the standard k-ε model and local mesh 
refinement near the supply diffuser. It can be seen that the predicted results from the mesh grids 61x72x34 
and 78x74x40 are nearly the same.  
 
As has been done with the Test Cases F1 and F2, a big contaminant source (594 cells) with a mesh size of 
73x74x40 was used to explore the influence of the contaminant source cell size on the predicted results. A 
comparison of the predicted CO2 concentration distributions using this big contaminant source cell and a 
small contaminant source cell is given in Fig. 5.37. It can been seen that except at the section of X=2.20m, the 
predicted CO2 concentration distributions from the small and big contaminant source cells have very little 
difference, again it demonstrated that the source cell size has only very limited local influence on the 
prediction results. Also the same modeling of the contaminant source including its initial momentum as 
shown in Fig. 5.11 was tested for this test case. In Fig. 5.38 the predicted results were compared with 
experimental data and also with the results from the same mesh but without considering the initial momentum 
of the contaminant source.  For this test case, when the initial momentum of the contaminant source was 
included in the calculations, the CO2 concentration in the lower part of the room is greatly over-predicted and 
the calculation becomes unstable.  
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(a) Predicted relative CO2 concentration using RNG k-ε model 
 

 
 

(b) Predicted relative CO2 concentration using standard k-ε model 
 

 
(c) Measured relative CO2 concentration contours 

 
Fig. 5.31 Comparison of the measured and the predicted relative CO2 concentration contours  

on the symmetry plane using the standard and the RNG k-ε model (mesh size: 57x64x34) 
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Fig. 5.32 Comparison of the predicted CO2 concentration distribution  
using the RSM model and different mesh sizes

Note: 
 
Half room configuration 
 
Mesh 3: 57x64x34 
Mesh 4: 61x72x34 
Mesh 5: 73x74x40 
 
RSM model (EWF) 
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Fig. 5.33 Comparison of the predicted CO2 concentration distribution  
using  the standard and the SST k-ω models

Note: 
 
Half room configuration 
 
Initial mesh size: 73x74x40 
KO-SFC: standard k-ω model  
KO-SFC-TR: standard k-ω model (LRN) 
KO-SST-TR:  SST k-ω model (LRN) 
LR: local mesh refinement near the 
supply diffuser  
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(a) Local refine around the contaminant source (X=1.9~2.5m, Y=0.7~1.4m, Z=0~0.3m) 
 

 
 

(b) Local refine near the supply diffuser (X=0~1m, Y=2.03~2.4m, Z=0~0.3m)  
 

 
 

(c) Local refine near the supply diffuser and around the contaminant source [(a)+(b)] 
 

Fig. 5.34 Comparison of the predicted relative CO2 concentration contours using  
different local mesh refinements and the standard k-ε model 
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Fig. 5.35 Comparison of the predicted relative CO2 concentration distribution  
using the standard k-ε model and different locally refined meshes 

Note: 
 
Half room configuration 
 
Initial mesh size: 57x64x34 
Adapt1: local refinement mesh as 

shown in Fig. 5.13a 
Adapt2: local mesh refinement as 

shown in Fig. 5.13b 
 
Standard k-ε model (EWF) 
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Fig. 5.36 Comparison of the predicted CO2 concentration distribution using the standard k-ε model  
and local mesh refinement near the supply diffuser with different mesh sizes  

Notes: 
 
Half room configuration 
 
Mesh 3: 57x64x34 
Mesh 4: 61x72x34 
Mesh 5: 78x74x40 
LR: local mesh refinement near the 
supply diffuser 
 
Standard k-ε model (EWF) 
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Fig. 5.37 Comparison of the predicted CO2 concentration distribution using the standard k-ε model  
and small and big contaminant source cells 

Note: 
 
Half room configuration 
 
Initial mesh size: 73x74x40 
LR: local mesh refinement near the 

supply diffuser 
BS: big contaminant source cell 
 
Standard k-ε model (EWF) 
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Fig. 5.38 Comparison of the predicted CO2 concentration using the standard k-ε model  
and with/without the initial momentum of the contaminant source 

Note: 
 
Half room configuration 
 
Mesh size: 57x64x34 
MSC: including the initial 

momentum of the 
contaminant source 

 
Standard k-ε model (EWF) 
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5.2.3 Remarks 
 
The above comparisons showed that for the Test Case F1, the RSM model and the standard k-ε model can 
give reasonable prediction for the CO2 distribution on the symmetry plane of the test room compared with 
experimental data. But big discrepancies exist around the contaminant source. A possible reason is that the 
concentration variation is too high in this region. From equation 3.30, it can be seen that when 0/ >∂∂ ixρ , 

i.e., in the case of unstable stratification, the term 0>bG , which acts as a turbulence production source in  

equation 3.25 and the turbulent kinetic energy tends to be augmented.  In the experiment, the measured 
maximum standard deviation of relative CO2 concentration at X=1.9m and X=2.9 section is about 24%, at 
X=2.2m and X=2.5m sections is about 29%, and at X=3.4m is about 21%, All of them are found at Y=0.9 ~ 
1.5m region, which is at 3.0± m range of the contaminant source (at Y=1.2m).  Measurements were repeated 
at X=2.2 m and X=3.8m sections for this test case.  A comparison of the measured mean relative CO2 
concentrations and their upper bound (UB) and lower bound (LB) values between the two experimental data 
sets is given in Fig. 5.39. It can be seen that at the section of X= 2.20m, big discrepancies exist between the 
two measured data sets, especially at the region of Y= 0.9 ~1.5m, where very large variations of CO2 
concentration exist too.  At the section of X=3.8m, the difference between the two measured data sets is much 
smaller, and the fluctuations of CO2 concentration are much smaller too. It is because of this reason that in the 
IEA Annex 20 practice, the validation approach by point-to-point comparison of simulation results with 
experiment data has been abandoned, the validation (or evaluation) was done mainly by the comparison of the 
characteristic key parameters such as the maximum air flow velocity and air temperature in the occupied zone 
and the global concentration contours etc. (Lemaire 1993).  But from the above point-to-point comparisons 
for the Test Case F1, it can be seen that in regions where the turbulence level is not too high, the predictions 
using the RSM model and the standard k-ε model can yield reasonable results compared with experimental 
data. If  the deviation of the measured results and experiment uncertainty are considered, even the peak CO2 
concentration at X=1.9m section which is outside of the measured value as shown in Fig. 5.10 is acceptable 
because it is still in the range of the upper bound value at that region, and we can then see that the RSM 
model can give good enough prediction results even without using local mesh refinement near the supply 
diffuser — comparing  the predicted and the measured CO2 concentration contours shown in Fig. 5.9b and  
Fig. 5.9c, it can be seen that except in the region near the contaminant source, the predicted CO2 
concentrations in the other part of the test room correspond enough well  to the measured values. 
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Fig. 5.39 Comparison of two sets of experimental data at X=2.2m and X=3.8m for the Test Case F1 
 

In the IEA Annex 20 practice, it was found that the turbulence quantities are often under-predicted by the 
turbulence models, even for the simple 2D cases (Lemaire 1993) as has also been shown in §4.1. In the 
studies on turbulence models for predicting indoor air flows, Chen (1995, 1996) has also found that the 
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prediction of the mean velocity is more accurate than that of the turbulent velocity.  Markatos (1986) 
indicated that it is the fluctuating velocity field that drives the fluctuating scalar field, the effect of the latter 
on the former being usually negligible. Thus if the turbulent velocity can not be well predicted by the 
turbulence models, it is a direct consequence that the contaminant concentration will not be well predicted. 
Because the turbulence models often under-predict the turbulence velocity as has shown in Figs. 4.36, 4.37 
and 4.48, it can explain why the CO2 concentration near the contaminant source is under-predicted for the 
Test Case F1.   
 
For the Test Case F2, the CO2 distribution is purely determined by the interaction of the convection and the 
diffusion processes, thus the accurate prediction of the flow field is a prerequisite for the accurate prediction 
of the CO2 distribution. Although the RNG k-ε model can predict very well the streamwise velocity profiles 
in the wall jet flow as shown in Fig. 4.50, the predicted spanwise and crosswise velocity profiles are much 
less satisfactory compared with experiment measurements, thus the spatial development of the 3D wall jet is 
not well predicted which influences further the accurate prediction of the CO2 distribution in the room. The 
box method and the prescribed velocity method using predicted X velocity profiles by the RNG k-ε model 
have been tried together with other turbulence models (the standard k-ε model and the k-ω models), no 
improvement for the prediction has been found. The result obtained with the RNG k-ε model as shown in Fig. 
5.28 and Fig. 5.29 is the only reasonable result compared with experimental data, all the other models cannot 
give a consistent prediction result. From Fig. 5.30 it can be seen that this case is less sensitive to the mesh 
grid used.  
 
For the Test Case F3, the term bG  in equation 3.25 is negative, it acts as a sink for the turbulent kinetic 

energy which tends to damp the turbulence level in the region near the contaminant source. In the calculations, 
it was always observed that at some point of calculation, the residual for the continuity equation increases 
suddenly and rapidly, a very small under-relaxation factor (less than 0.1) for the momentum should be used, 
otherwise the contaminant will burst out towards the floor, resulting in a strong downward jet flow similar to 
that shown in Fig. 5.31a, leading to a very high level of CO2 concentration in the lower part of the room. It 
may be an indication of a local transition or re-laminarization flow in that region. Only the standard k-ε 
model can give reasonable prediction results and the under-relaxation factors should be carefully adjusted to 
assure convergence in the course of calculations.  The prescribed velocity method and the box method using 
the calculated X velocity profiles from the RNG k-ε model were also tested for this case, no improvement for 
prediction was observed. 
 
Many authors have discussed the significance of the empirical coefficient ε3C in the ε equation 3.26. In the 

literature, values from 0 to 1 have been used by different authors. Rodi (1979) has suggested that the 
coefficient is close to 1 in vertical boundary layers and close to 0 in horizontal boundary layers. An 
approximation that satisfies both limits is that shown in equation 3.32 which has been used by Henkes et al. 
(1991) and is adopted in FLUENT. But some authors argued also that the effect of buoyancy on the 
dissipation rate is insignificant and can be safely omitted (Markatos et al. 1982, Holzbecher et al. 1995). In 
the present study, it was also observed that there is nearly no difference between the predicted results by 
using ε3C as that shown in equation 3.32 and by simply using ε3C =0 for the three test cases. It was found 

also when the formulation uC /tanh3 νε =  is used, the calculation becomes less stable, but no improvement 

for prediction was observed.  Thus all the above presented results were obtained by assuming ε3C =0. 
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Chapter  6 
 

3D Ventilation Flows with Coupled Heat and Mass Transfer  
 

In this chapter, two 3D ventilation test cases with complicated internal configuration and 
simultaneous heat and mass (SF6) transfer are studied: displacement ventilation (buoyancy-driven) 
and ceiling slot ventilation (forced convection). The later case is studied under normal-g and zero-g 
conditions to compare the difference of temperature and contaminant (SF6) distributions under these 
two conditions.  

 
 

In Chapter 5, two 3D ventilation test cases with coupled heat or mass transfer are studied. It can be seen 
that numerical simulation is capable of yielding reasonable prediction of ventilation flows with coupled 
heat or mass transfer, although with reduced reliability as compared with the isothermal cases which has 
also been noted in the IEA Annex 20 project.  In this chapter, two ventilation test cases with simultaneous 
heat and mass transfer and with complicated internal configuration are studied to further evaluate the 
capability of numerical simulation for the prediction of practical ventilation flows, because ventilation 
flows in real life are almost always coupled with heat and mass transfer and with complicated 
configurations. Two typical ventilation flow cases are considered: displacement ventilation and ceiling slot 
ventilation in summer cooling condition. In the former case, the ventilation flow is mainly driven by 
buoyancy created by the temperature differences between the supplied air and the internal heat sources; in 
the latter case the air flow is driven by forced convection which has more relevance to the ventilation flow 
in a spacecraft cabin. The two test cases are taken from a recent report ASHRAE RP-1009 “Simplified 
Diffuser Boundary Conditions for Numerical Room Airflow Models” (Chen et al. 2001), both test cases 
have the same internal configuration including two human simulators, two computers, two cabinets, two 
tables (for PC) and four fluorescent lamps. The differences between the two test cases are the type and 
position of the inlet diffuser and the outlet, and the ventilation rate. 
 
 
6.1 Experiment setup of the test chamber 
 
Experiments were carried out in an environment test chamber of the dimensions of 5.16m x 3.65m x 2.43m 
(length x width x height). The layout of the test room and the coordinate axes are shown in Fig. 6.1. 
 
 

 
 

Fig. 6.1 The notation of the test room walls and the layout of the test room 
(Chen et al. 2001) 
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The dimensions of the internal objects (human simulators, computers, tables, lamps and cabinets) and their 
positions as well as heat generating rates are presented in Table 6.1. 
 

Table 6.1 Configuration of the test chamber (Chen et al. 2001) 
 

Size Location Heat 
 ∆X [m] ∆Y [m] ∆Z [m] X [m] Y [m] Z [m] Q [W] 

Room 5.16 3.65 2.43 0.0 0.0 0.0 - 
Window 0.00 3.65 1.16 5.16 0.0 0.94 - 
Person 1 0.4 0.35 1.1 1.1 0.95 0.0 75 
Person 2 0.4 0.35 1.1 3.90 2.40 0.0 75 

Computer1 0.4 0.35 0.35 1.1 0.1 0.75 108 
Computer2 0.4 0.35 0.35 3.90 3.2 0.75 173 

Table 1 1.47 0.75 0.01 0.58 0.0 0.74 - 
Table 2 1.47 0.75 0.01 3.69 2.90 0.74 - 
Lamp 1 0.2 1.2 0.15 1.03 0.16 2.18 34 
Lamp 2 0.2 1.2 0.15 3.61 0.16 2.18 34 
Lamp 3 0.2 1.2 0.15 2.33 2.29 2.18 34 
Lamp 4 0.2 1.2 0.15 3.61 2.29 2.18 34 

Cabinet 1 0.58 0.33 1.32 0.0 0.0 0.0 - 
Cabinet 2 0.95 0.58 1.24 4.21 0.0 0.0 - 

 
Note:      (1) ∆X, ∆Y, and ∆Z are dimensions of an object in X, Y and Z directions 

(2) Heat generated includes radiation and convection 

 
 
6.2 Displacement ventilation 
 
6.2.1 Test conditions 
 
The displacement ventilation test case was carried out under a ventilation rate of 5ACH. The inlet diffuser 
is located near the west wall and the exhaust opening is at the center of the ceiling as shown in Fig. 6.2. The 
size and position of the inlet and outlet diffusers are listed in Table 6.2. 
 

 
 

Fig. 6.2 Configuration of the displacement ventilation test case 
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Table 6.2 Size and position of the displacement and exhaust diffusers (Chen et al. 2001) 
 

Size Location Temp.  

∆X [m] ∆Y [m] ∆Z [m] X [m] Y [m] Z [m] T [oC] 
Supply 0.28 0.53 1.1 0.28 1.56 0.03 13.0 
Exhaust 0.43 0.43 0.0 2.365 1.61 2.43 22.2 

 
A tracer gas (SF6) source was added at the center of the top surface of each human simulator to simulate 
the breathing process; and it is continuously introduced at a flow rate of 0.1331 l/h. The position of the 
tracer gas sources and the tracer gas concentration at the inlet and outlet are as follows: 
 

Tracer-gas source 1: 0.1331 l/h at (x, y, z) = (1.3, 1.12, 1.1) 
Tracer-gas source 2: 0.1331 l/h at (x, y, z) = (4.1, 2.52, 1.1) 
Supply concentration: 0.0449 ppm 
Exhaust concentration: 1.0078 ppm 

 
In the experiment, the inlet diffuser is 0.03m above the floor, because it is difficult to create computation 
mesh with such a small gap--it is thus ignored in the simulation, i.e., the inlet diffuser is considered to be 
directly on the floor. The wall temperatures are continuously monitored at five points on the south wall (S 
wall in Fig. 6.1) and east wall (E wall in Fig. 6.1), two points on the north wall (N wall in Fig. 6.1) and one 
point on the west wall (W wall in Fig. 6.1) using thermocouples. The positions of the measuring points and 
the measured temperatures on the walls are given below: 
 
South wall temperature (X=2.58m, Y=0m) 
 

Z [m]      0.1     0.6     1.1    1.8    2.38  
T [oC]   19.638  20.174  20.995  21.665  21.133 

 
East wall & window temperature (X=5.16 m, Y=1.83 m) 
 

Z [m]     0.1     0.6     1.1    1.8    2.38  
T [oC]   20.267  20.602  24.471  25.741  23.868 

 
North wall temperature (X=2.58 m, Y= 3.65 m) 
 

Z [m]     1.1     1.8 
T [oC]   21.076  21.727 

 
West wall temperature (X= 0m, Y=1.83 m) 
 

Z [m]    1.8 
T [oC]   20.990 

 
 
Air velocity and temperature at chosen points were monitored using omni-directional hot-sphere 
anemometers. The repeatability of the velocity measurements is 0.01m/s (about ±2% of the readings). The 
SF6 concentration was measured using a gas analyzer based on a photoacoustic infrared detection method. 
The hot-sphere anemometers are attached to movable poles. Each of the five poles supports six 
anemometers that measure air velocities and temperatures in 30 points simultaneously. Additionally, two 
thermocouples are affixed to the poles to measure air temperatures near the floor and ceiling. The data were 
collected in one plane (Y=1.825m) through the entire chamber as well as close to the diffusers. The 
positions of the five poles carrying the anemometers and tracer gas sampling tubes for the measurements 
are shown in Fig. 6.3. 
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Fig. 6.3 The positions of the measuring poles for the displacement ventilation test case (Chen et al. 2001) 
 
 

The measurements were conducted under steady-state conditions by stabilizing the room thermal and fluid 
conditions for more than 12 hours before recording the data.  
 
 
6.2.2 Modeling and simulation  
 
6.2.2.1 Boundary conditions 
 
Inlet diffuser: 
 

In the experiment, the supply air was discharged horizontally from the front surface of the diffuser, 
this corresponds to a discharge velocity of 0.11m/s. Because the front surface of the inlet diffuser 
is covered with a perforated metal sheet, the actual flow area is less than the gross area of the 
surface and the actual discharge velocity from the diffuser is 0.35m/s. To assure the correct supply 
of the momentum flow from the diffuser, the diffuser is modeled using the momentum method 
introduced in chapter 4, i.e., a momentum source is added to a volume adjacent to the diffuser. The 
momentum method works well for the displacement diffuser which has been validated by Chen et 
al. (2001). At the front surface of the diffuser, a mass flow rate of 0.0768kg/s and a turbulence 
intensity of 4% are specified. The turbulence quantities (k, ε or ω) at the inlet are calculated using 
equations 4.4~4.6. The inlet air temperature is 13°C and the SF6 concentration is 0.0449 ppm. 
 

Outlet: 
 

The outlet is specified as pressure outlet, i.e., the gauge pressure at the outlet is specified as zero. 
 

Tracer gas sources: 
 

The tracer gas sources are modeled as momentumless volumetric mass source and are added to 
one or two grid cells centered at (1.3, 1.12, 1.1) and (4.1, 2.52; 1.1), respectively. As has been 
shown in Chapter 5, the initial momentum of the trace gas source and the volume of the tracer gas 
source cells have little influence on the global distribution of tracer gas. 
 

Thermal conditions: 
 

Temperature or heat flux at the walls is used to specify the thermal conditions for different objects 
in the flow field: 
 
The thermal conditions of the following objects are specified as heat flux: 
 • Computer 1: 171.43 W/m2 • Computer 2: 274.6 W/m2 
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• Human simulators: 41.9 W/m2 • Lamps: 37.78 W/m2 
 
The average of the measured temperatures at the walls is used to specify the thermal condition for 
the walls: 
 • Ceiling: 295 K (22°C) • Floor: 292 K (19°C) • Inlet wall (West wall): 294 K (21°C) • Front wall (East Wall): 296 K (23°C) • Side walls (South and North walls): 294 K (21°C) • Table 1: 293 K (20°C) • Table 2: 294 K (21°C) • Diffuser wall:  290K (17°C) 

 
 
6.2.2.2 Turbulence modeling 
 
In Chapter 5, it has been shown that the RNG and the Realizable k-ε models and the SST k-ω model can 
give reasonable prediction for ventilation flows coupled with heat transfer, these models are further 
evaluated in this test case. 

 
6.2.2.3 Computation meshes 
 
Because there are many flow obstacles in the flow field, using a structured mesh will result in lots of 
unnecessary mesh cells in the regions far from the walls, so an unstructured mesh is used instead. Several 
different mesh sizes are tested, it is found that different mesh resolutions influence mainly the predicted 
tracer gas profiles and have very little influence on the predicted velocity and temperature profiles. After 
some tests, a mesh size of 373240 cells is chosen as the main computation mesh which represents a good 
compromise between mesh resolution requirements and the available computational resources.  

 
6.2.2.4 Numerical schemes 
 
The convection terms are discretized using the second-order upwind scheme, and the second-order central 
differencing scheme is used for the discretization of the diffusion terms. For the discretization of pressure, 
the PRESTO! (PREssure STaggering Option) scheme is used. The SIMPLEC scheme is used for the 
pressure-velocity coupling. When working with unstructured meshes, a high-order scheme is preferred for 
the discretization of convection terms to minimize the discretization errors. The QUICK scheme is tested 
but the calculation is not stable, so the second-order upwind scheme is used instead. 
 
6.2.2.5 Simulation results  
 
In Figs. 6.4, 6.5 and 6.6, a comparison of the predicted velocity (mean air speed, corrected using equations 
4.7 and 4.8), temperature and SF6 concentration profiles using SST k-ω model with experiment 
measurements is given, respectively. It can be seen that the predicted mean air speed, temperature and SF6 
concentration profiles correspond reasonably well with those of measurements. The predicted temperatures 
have some discrepancies with measured data near ceiling and floor, this may be a consequence of the 
imposed thermal boundary conditions at the ceiling and the floor: in the experiment, the measured 
temperature near the diffuser (17.42°C at X=0.8m) has 3°C difference with the temperature near the front 
wall (20.43°C at X=4.36m) at the floor, by imposing an averaged temperature (19.14°C) at the floor will 
create a stronger thermal plume near the diffuser which will draw more cooled air into the region thus the 
predicted temperature is lower than the measured value. In the middle of the floor (at X=2.51m to 
X=3.38m), the imposed temperature is near to the measured values (19.55°C at X=2.51m and 19.85 at 
X=3.38m), thus the predicted temperatures at this region are very close to the measured ones. Another 
influence may come from the fact that in the experiment, the inlet diffuser is 0.03m above the floor but in 
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the simulation, the diffuser is considered directly on the floor, thus cooled air is supplied directly to the 
floor region, which results in an under-prediction of temperature near the floor area. From Fig. 6.5, it can 
be seen that the predicted temperatures near the floor are generally lower than the measured ones.  At the 
ceiling region, the imposed averaged temperature is higher than measured temperature near the inlet wall 
(west wall) which enhances the heat exchange between the ceiling and the air in that region, thus the 
predicted air temperature is higher than measured value in this region. Despite the discrepancies, the 
vertical temperature gradient in the middle of the room is well predicted, which is an important parameter 
influencing thermal comfort for displacement ventilation.  
 
In Figs. 6.4~6.6, a comparison of the predicted velocity, temperature and SF6 concentration profiles with 
experimental data using successive mesh adaptation according to Y+ value near walls is also given, it can 
be seen that the mesh adaptation influences mainly the predicted SF6 concentration profiles, its influences 
on the predicted velocity profiles and temperature profiles are very small, this is also the case with different 
mesh resolutions. Tests have been done with mesh sizes of 293874, 353620 and 373240 cells, the predicted 
velocity and temperature profiles change very little with these different mesh sizes, only the predicted SF6 
concentration profiles change as the mesh resolution changes. It seems that the mass transport is more 
linked to the microscopic fluid motion than the other scalars such as temperature, etc. It can be shown that 
by successive mesh adaptation, the predicted maximum velocity and temperature in the flow field don’t 
have much changes, but the predicted average velocity in the flow field increases as the mesh resolution 
increases, for example, in Fig. 6.4 the predicted average mean air speed is 0.0821m/s with the original 
mesh (375144 cells), 0.1055 m/s with the mesh of Adapt1 (454573 cells) and 0.1058 m/s with the mesh of 
Adapt2 (455868 cells), while the predicted maximum mean air speed is 0.5244 m/s, 0.5270 m/s and 0.5265 
m/s, respectively.  
 
The RNG k-ε model and the Realizable k-ε can give reasonable prediction of the velocity and temperature 
profiles, but for the SF6 concentrations profiles, the predicted results are less satisfactory. Figs. 6.7~6.9 
give a comparison of the predicted velocity (mean air speed, corrected using equations 4.7 and 4.8), 
temperature and SF6 concentration profiles using the two k-ε models and the SST k-ω model with 
experiment measurements. The enhanced wall treatment is used when working with the two k-ε models. It 
can be seen that the three turbulence models predict reasonably well the mean air speed and temperature 
profiles at the five measuring poles, the SST model predicts best the velocity profiles in the floor region. 
Both of the k-ε models tend to over-predict the SF6 concentration near the front wall (X=3.38m and 4.36m) 
-- this has been repeatedly observed with different mesh resolutions. In total, the SST k-ω gives the best 
overall prediction for this test case. 
 
Figs. 6.10~6.13 give some examples of the predicted flow field, temperature and SF6 concentration 
distribution in the test room. Fig. 6.10 clearly shows that the supplied air forms a gravity current on the 
floor; when it reaches near the front wall (east wall), an upward plume forms because of thermal buoyancy 
which creates a recirculation flow in the floor region. From Fig. 6.11, it can be seen that a stable vertical 
temperature stratification forms in the room, and the entrainment of SF6 from the sources to the ceiling 
region by the upward thermal plumes can be seen from Fig. 6.12. In Fig. 6.13, the strong upward thermal 
plumes arising from the computer simulators are clearly seen, it can be seen also that some recirculation 
flows form around the top of the human simulators.  
 
To better appreciate the effect of velocity correction using the formula developed by Koskela et al. (2001, 
2002), a comparison of the predicted mean velocity magnitude and mean air speed with measured data is 
given in Fig. 6.14. It can be seen that the corrected velocity profiles (mean air speed) correspond better with 
experiment measurements, and the effect of correction is more significant in the regions where the air flow 
is slow (X=3.38m and 4.36m), because the hot-sphere anemometers have difficulty to accurately measure 
the slow air flow speed in these regions due to self-heating.   
 
6.2.2.6 Remarks 
 
It can be concluded that the numerical simulation with the SST k-ω model can predict the displacement 
ventilation flows with reasonable accuracy both qualitatively and quantitatively. The correction formula 
developed by Koskela et al. (2001, 2002) works also for the non-isothermal ventilation flows. 
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Fig. 6.4 Comparison of predicted mean air speed profiles with measurements (SST k-ω model) 
(Normalized as V*=V/Vin , Vin=0.35m/s) 
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Fig. 6.5 Comparison of predicted temperature profiles with measurements (SST k-ω model) 
(Normalized as T*=(T-Tin)/(Tout-Tin), Tin=13°C, Cout=22.2°C) 
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Fig. 6.6 Comparison of predicted SF6 concentration profiles with measurements (SST k-ω model) 
(Normalized as C*=(C-Cin)/(Cout-Cin), Cin=0.04489ppm, Cout=1.0078ppm) 
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Fig. 6.7 Comparison of predicted mean air speed profiles with measurements  
using different turbulence models (Normalized as V*=V/Vin , Vin=0.35m/s) 
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Fig. 6.8 Comparison of predicted temperature profiles with measurements using different 
 turbulence models (Normalized as T*=(T-Tin)/(Tout-Tin), Tin=13°C, Tout=22.2°C) 
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Fig. 6.9 Comparison of predicted SF6 concentration profiles with measurements using different  
turbulence models (Normalized as C*=(C-Cin)/(Cout-Cin), Cin=0.04489ppm, Cout=1.0078ppm) 
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Fig. 6.10 Predicted flow field at the plane Y=1.825m 
 
 
 

 
 
 

Fig. 6.11 Predicted temperature contours at the plane X=1.825m 
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Fig. 6.12 Predicted SF6 concentration distribution at the plane Y=1.825m 

 
 

 
(a) X=1.3m 

 
(b) X=4.1m 

 
Fig. 6.13 Thermal plums arising above the computers and the human simulators 
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Fig. 6.14 Comparison of predicted velocity magnitude and mean air speed profiles with  
experiment measurements (SST k-ω model) 
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6.3 Ceiling slot ventilation 
 
6.3.1 Test conditions 
 
The ceiling slot ventilation test case was carried out under a ventilation rate of 9.2 ACH. The inlet diffuser 
is installed on the ceiling and 0.15m from one of the side walls (south wall), the exhaust opening is on the 
west wall and 0.02m above the floor as shown in Fig. 6.15. The size and position of the inlet and outlet 
diffusers are listed in Table 6.3. All the other objects (human simulators, computers, tables, lamps and 
cabinets) in the flow field are the same as in the displacement ventilation test case, their dimension and 
position as well as heat generating rate are presented in Table 6.1. 
 
 

 
 

Fig. 6.15 Configuration of ceiling slot ventilation test case 
 

 
Table 6.3 Position and size of the slot and exhaust diffusers (Chen et al. 2001) 

 
Size Location Temp.  

∆X [m] ∆Y [m] ∆Z [m] X [m] Y [m] Z [m] T [oC] 
Supply 0.1 1.15 0.0 2.53 0.15 2.43 16.3 
Exhaust 0.0 0.43 0.43 0.0 1.61 0.02 21.4 

 
 
As in the displacement ventilation test case, a tracer gas (SF6) source was added at the center of the top 
surface of each human simulator to simulate the breathing process; and it is introduced at a constant flow 
rate of 0.1104 l/h. The position of the tracer gas sources and the tracer gas concentration at the inlet and 
outlet are as follows: 
 

Tracer-gas source 1: 0.1104 l/h at (x, y, z) = (1.3, 1.12, 1.1) 
Tracer-gas source 2: 0.1104 l/h at (x, y, z) = (4.1, 2.52, 1.1) 
Supply concentration: 0.0327 ppm 
Exhaust concentration: 0.5546 ppm 
 

The wall temperatures were continuously monitored at the same places as in the displacement ventilation 
test case using thermocouples. The positions of the measuring points and the measured temperatures on the 
walls are given below: 
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South wall temperature (X = 2.58 m, Y = 0 m) 
 
Z [m]     0.1             0.6                    1.1     1.8            2.38  
T [oC]   22.562             22.138             22.732             22.711             21.037 
 

East wall & window temperature (X = 5.16 m, Y = 1.83 m) 
 
Z [m]     0.1             0.6                    1.1     1.8             2.38  
T [oC]   23.212             23.047             25.277             26.151             24.203 
 

North wall temperature (X = 2.58 m, Y = 3.65 m) 
 
Z [m]     1.1            1.8 
T [oC]   22.422             22.452 
 

West wall temperature (X = 0 m, Y = 1.83 m) 
 

Z [m]    1.8 
T [oC]   22.217 

 
 
The notation of the walls (South, West, etc.) is the same as in the displacement ventilation test case and is 
shown in Fig. 6.1. The same method and equipment for measuring air velocity and temperature as in the 
displacement ventilation test case are used in this test case, the only difference between the two test cases is 
that the measuring plane is closer to one of the side planes, i.e., the measuring plane is at Y=0.85m in this 
test case instead of Y=1.825m in the displacement ventilation case, the positions of the five poles carrying 
the anemometers and tracer gas sampling tubes for the measurements are shown in Fig. 6.16. 
 
 

 
 

Fig. 6.16 The positions of the measuring poles for the ceiling slot ventilation test case (Chen et al. 2001) 
 

As in the previous test case, the measurements were conducted under steady-state conditions by stabilizing 
the room thermal and fluid conditions for more than 12 hours before recording the data.  
 
 
6.3.2 Modeling and simulation  
 
6.3.2.1 Boundary conditions 
 
Inlet diffuser:  
 

The slot diffuser has three 1.143m x 0.019m openings and the inflow passes through the three 
openings to enter the test room (Fig. 6.16a). In the experiment, it was observed by smoke 
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visualization that the inlet flow from the slot diffuser turned 45° downwards toward the west wall 
(Fig. 6.16b). To assure the correct momentum flow from the diffuser, the momentum method is 
used to model the slot diffuser, i.e., a momentum source is added to a volume over an area of 0.1m 
x 1.15m adjacent to the diffuser and the momentum flow direction is 45° downwards as shown in 
Fig. 6.16b. 
 

      
 
                                    (a) Detail of the slot diffuser                                                           (b) Inflow direction 
 

Fig. 6.16 Installation and details of the slot diffuser (Chen et al. 2001) 
 

At the supply opening, a mass flow rate of 0.138 kg/s and a turbulence intensity of 5% are 
specified. The boundary condition for the turbulence quantities (k, ε or ω) are calculated using 
equations 4.4~4.6, the hydraulic diameter of the inlet opening is about 0.34m. The temperature of 
the inlet air is 289.3 K (16.3°C) and the SF6 concentration in the inlet flow is 0.0327 ppm. 
 

Outlet: 
 

The outlet is specified as pressure outlet, i.e., the gauge pressure at the outlet is specified as zero. 
 

Tracer gas sources: 
 

As in §6.2, the tracer gas sources are modeled as momentumless volumetric mass source and are 
added to one or more grid cells centered at (1.3, 1.12, 1.1) and (4.1, 2.52; 1.1), respectively. The 
mass flow rate of both the tracer gas sources is 1.89x10-7 kg/s. 
 

Thermal conditions: 
 

As in the displacement ventilation case, temperature or heat flux at the walls is used to specify the 
thermal conditions for different objects in the flow field: 
 
The thermal conditions of the following objects are specified as heat flux: 
 • Computer 1: 171.43 W/m2 • Computer 2: 274.6 W/m2 • Human simulators: 41.9 W/m2 • Lamps: 37.78 W/m2 
 
The average of the measured temperatures at the walls is used to specify the thermal condition for 
the walls: 
 • Ceiling: 295.82 K (22.82°C) • Floor: 295.35 K (22.35°C) • West wall: 295.217 K (22.217°C) 
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• East Wall: 297.38 K (24.38°C) • South wall: 295.23 K (22.23°C) • North wall: 295.43 K (22.43°C) • Tables 1 and 2: 294 K (21°C) 
 
6.3.2.2 Turbulence modeling 
 
As in §6.2, the influence of turbulence on the mean flow is modeled using the RNG and the Realizable k-ε 
models and the SST k-ω model. The non-equilibrium wall function or the enhanced wall treatment is used 
when working with the two k-ε models. 

 
6.3.2.3 Computation meshes 
 
As in §6.2, an unstructured mesh is used to discretize the flow domain. Several different mesh sizes are 
tested, it is found also that the predicted tracer gas profiles are more sensitive to the mesh size used and the 
predicted velocity and temperature profiles change much less as the mesh resolution changes. After some 
tests, a mesh size of 302102 cells is chosen as the main computation mesh which represents a good 
compromise between mesh resolution requirements and the available computational resources.  

 
6.3.2.4 Numerical schemes 
 
The discretization schemes are the same as in §6.2.2.4. 
 
6.3.2.5 Simulation results  
 
Simulations are carried out with the RNG and Realizable k-ε models and the SST k-ω model. Figs. 6.17, 
6.18 and 6.19 give a comparison of the predicted mean air speed (with velocity correction), temperature 
and SF6 concentration profiles using SST k-ω model with experimental data, respectively. It can be seen 
that the predicted profiles correspond reasonably well with measured ones. In Fig. 6.19, the predicted 
temperature profiles at X=0.8m, 1.78m and 3.38m have some big discrepancies compared with measured 
data in the ceiling region, this is likely due to the momentum model used for the inlet diffuser, because in 
Chen et al. (2001) when using the momentum model for the diffuser and the RNG k-ε model, they obtained 
the same results for the predicted temperature profiles; they then tested the box model using measured 
velocity and temperature profiles in the vicinity of the diffuser as the boundary conditions, the 
discrepancies at X=0.8m and 1.78m decrease, but the discrepancy at X=3.38m still exists. In the 
experiment, the flow direction of the supplied air was detected by smoke visualization, the observed flow 
direction (45° downwards) is only an approximation. When it is used with the momentum model, it may 
also contribute to some degree to the discrepancies between the predicted temperature profiles and the 
measured ones. In the occupied zone, the predicted temperature profiles correspond enough well to the 
measured data, thus the prediction using the momentum model for the diffuser is acceptable for practical 
purposes. In Figs. 6.17~6.19, it is also shown the predicted profiles using successive mesh adaptation 
according to Y+ value near walls. As with the displacement ventilation case, it can be seen that the mesh 
adaptation changes mainly the predicted SF6 concentration profiles, its influence on the predicted velocity 
and temperature profiles is marginal.  
 
In Figs. 6.20~6.22, the predictions using the RNG and Realizable k-ε models and the SST k-ω model and 
the same mesh (302102) are compared. It can be seen that the three models can yield comparable prediction 
results, the predictions of the SF6 concentration profiles from the two k-ε models are a little less well than 
that from the SST k-ω model, thus the latter model is preferred. 
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Fig. 6.17 Comparison of predicted mean air speed profiles with experiment measurements 
(Normalized as V*=V/Vin , Vin=3.9m/s) 

Note: 
 
Initial mesh size : 302102 cells 
Adapt1 : 336955 cells 
Adapt2 : 485733 cells 
 
SST k-ω model 
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Fig. 6.18 Comparison of predicted air temperature profiles with experiment measurements 
 (Normalized as T*= (T-Tin)/(Tout-Tin), Tin=16.3°C, Tout=21.4°C) 

Note: 
 
Initial mesh size : 302102 
Adapt1 : 336955 
Adapt2 : 485733 
 
SST k-ω model 
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Fig. 6.19 Comparison of predicted SF6 concentration profiles with experiment measurements 
 (Normalized as C*=(C-Cin)/(Cout-Cin), Cin=0.0327 ppm, Cout=0.5546 ppm) 

Note: 
 
Initial mesh size : 302102 
Adapt1 : 336955 
Adapt2 : 485733 
 
SST k-ω model 
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Fig. 6.20 Comparison of predicted mean air speed profiles using different turbulence models  
with experiment measurements (Normalized as V*=V/Vin , Vin=3.9m/s) 

Note: 
 
Mesh size : 302102 cells 
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Fig. 6.21 Comparison of predicted air temperature profiles using different turbulence models  
with experiment measurements (Normalized as T*= (T-Tin)/(Tout-Tin), Tin=16.3°C, Tout=21.4°C) 

Note: 
 
Mesh size : 302102 
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Fig. 6.22 Comparison of predicted SF6 concentration profiles using different turbulence models  
with experiment measurements  (Normalized as C*=(C-Cin)/(Cout-Cin), Cin=0.0327 ppm, Cout=0.5546 ppm) 

Note: 
 
Mesh size : 302102 
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6.3.3 Simulation under normal-g and zero-g conditions 
 
Having validated that the SST k-ω model can yield reasonable prediction for the ceiling slot ventilation test 
case with a mesh grid of 302102 cells under normal condition, the case is recalculated using the same 
model and the same mesh under zero-g condition to investigate the influence of gravity on the thermal 
comfort, the distribution of temperature and SF6 concentration in the room. As discussed in Chapter 2, 
thermal comfort is a function of a range of environmental and physiological factors which include air 
velocity and temperature, turbulence intensity, mean radiant temperature, vector radiant temperature, 
humidity, clothing level, metabolic rate and external activity level etc. (Jones et al. 1992). In this 
preliminary study, only the draught model developed by Fanger et al. (1988) is used to investigate the 
influence of zero-g and zero-g conditions on the indoor thermal comfort. The draught model of Fanger et al. 
(1988) predicts the draught rating (DR), which is the percentage of people dissatisfied due to draught, 
based on the local air speed, air temperature and turbulence intensity: 
 

))14.3(37.0)()05.0)(34(( 62.0 +××−−= TIvvTDR                (6.1) 

 
where T is the local air temperature in °C, v is the local air speed in m/s and TI is the local turbulence 
intensity in percent. The correction formula for the turbulence intensity developed by Koskela et al. (2001) 
is used to correlate the turbulence intensity reported by CFD software package based on equation 4.9 with 
that measured using omni-directional anemometers:  
 

                       1)31(
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ITI                                       (6.2) 

 
where Iv, Vv and Vo have the same definitions as in the equations 4.7~4.9. 
 
Figs. 6.23, 6.24, 6.25 and 6.26 give a comparison of the predicted mean air speed, temperature, SF6 
concentration and draught rating profiles under zero-g and zero-g conditions, respectively.  It can be seen 
that the gravity doesn’t have much influence on the predicted velocity profiles and draught rating profiles at 
the plane Y=0.85m, this is because in this test case, the ventilation rate is high (9.2 ACH), which is much 
higher than the normal ventilation requirements (3~4.5 ACH) in an office room, thus the forced convection 
dominates in the flow. On the other hand, the predicted temperature and SF6 concentration under zero-g are 
higher than under zero-g in the middle of the room, and the SF6 concentration is much higher near the west 
and east walls where the SF6 sources are located.  
 
Further investigation reveals that although the predicted velocity and draught rating profiles don’t differ 
much under the two test conditions at the Y=0.85m plane, there are significant differences in the flow 
pattern, temperature and SF6 distributions in the other parts of the room especially in the regions where the 
air flow is slow. In Figs. 6.27~6.29, an example of comparison is given for the predicted velocity field, 
temperature and SF6 distributions under the two conditions at the plane Y=0.275m, respectively. Although 
this plane is near the supply diffuser and the air flow in the plane is strong enough, the influence of gravity 
on the air flow pattern is still considerable. From Fig. 6.27a it can be clearly seen that the upward thermal 
plume created by the thermal buoyancy of the computer changed the air flow pattern, and a recirculation 
flow formed above the computer. As a result, the SF6 emitted from the human simulator nearby is trapped 
in the recirculation flow, thus a high SF6 concentration region forms above the computer; this is well 
illustrated in Fig. 6.29a. At the left side of one of the lamps (left one in Fig. 6.27a), there is another 
recirculation flow formed by the convective current created by the thermal buoyancy from the lamp, and 
also the SF6 is trapped in the recirculation flow thus forms another high SF6 concentration region. On the 
other hand, it can be seen from Fig. 6.27a that because of the recirculation flow above the computer, the air 
flow at the left side of the computer is very slow, thus the heat transfer by forced convection is small; as a 
consequence, the temperature at the left surface of the computer attains a high level. Under zero-g 
condition, there is no convective current created by the thermal buoyancy above the computer, the supplied 
air first impinges on one of the side walls (west wall) and is then reflected at about 45° angle toward the 
floor, the air flow passes directly above the computer and impinges on one surface of the cabinet (at left) 
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then turns toward the ceiling. It entrains the SF6 emitted by the human simulator to the ceiling region and a 
high SF6 concentration region forms at the upper left corner. Because the air flow at the two sides of the 
computer is very slow, the temperature at the left and right surfaces of the computer attains a very high 
level.  
 
The predicted temperatures at the surfaces of the computer in Fig. 6.28 may not be correct, because the 
effect of radiation and conduction is not taken into account which may play an important role when air flow 
is slow; also it is well known that when the mesh grids adjacent to the surfaces are not fine enough, the 
wall-function approach will largely under-predict the convective heat transfer coefficient at the surfaces 
which then will lead to unrealistic high temperatures near surfaces in the prediction, but the predicted 
positions of the high-temperature zones in Fig. 6.28 are correct because when g=0, the flow field is 
decoupled from the temperature field, i.e., the temperature gradients don’t have influences on the flow field. 
Thus the predicted high temperatures near the surfaces of the computer do show that there will possibly be 
problems in these regions if the air flow pattern is not well designed. Thus the numerical simulation can 
provide valuable information about the possible problem regions (too high temperature and/or contaminant 
concentration regions) and how we should better design or optimize the air flow pattern in spacecraft 
cabins. Numerical simulation is especially useful for space ventilation applications because it is almost 
impossible to optimize the air flow pattern through experimental studies conducted on Earth.  
 
To further illustrate the differences of the predicted air flow patterns, temperature and SF6 concentration 
distributions under the two test conditions, two more examples are given in Figs. 6.30 and 6.31. The two 
SF6 concentration peaks under zero-g near the west and east walls as shown in Fig. 6.25 (at X=0.8m and 
4.36m) can be clearly seen from Fig. 6.31a. 
 
Remarks 
 
The examples shown in Figs. 6.27~6.31 demonstrate that even at a rather large ventilation rate (9.2 ACH), 
the air flow pattern and the temperature and SF6 concentration distributions under zero-g and zero-g 
conditions may still have considerable differences in some parts of the room. 
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Fig. 6.23 Comparison of predicted mean air speed profiles under zero-g and normal-g using SST k-ω model 

Note: 
 
Mesh size: 302102 cells 
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Fig. 6.24 Comparison of predicted temperature profiles under zero-g and normal-g using SST k-ω model 

Note: 
 
Mesh size: 302102 
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Fig. 6.25 Comparison of predicted SF6 concentration profiles under zero-g and normal-g  
using SST k-ω model 

 

Note: 
 
Mesh size: 302102 
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Fig. 6.26 Comparison of predicted draught index under zero-g and normal-g  
using SST k-ω model 

Note: 
 
Mesh size: 302102 
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(a) Normal-g 
 
 

 
 

(b) Zero-g 
 
 

Fig. 6.27 Comparison of the predicted flow fields under normal-g and zero-g conditions  
at Y=0.275m plane  
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(a) Normal-g (Tmax=72.46 °C) 
 
 

 
 

(b) Zero-g (Tmax=105.68 °C) 
 
 

Fig. 6.28 Comparison of the predicted temperature distributions under normal-g and zero-g conditions  
at Y=0.275m plane  
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(a) Normal-g (Cmax=0.68 ppm) 
 
 
 

 
 

(b) Zero-g (Cmax=0.952 ppm) 
 
 

Fig. 6.29 Comparison of the predicted SF6 distributions under normal-g and zero-g conditions  
at Y=0.275m plane  
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Normal-g (Tmax=105.4°C) 

 

 
Zero-g (Tmax=231°C) 

 
(a) Temperature contours at Y=3.375m plane 

 

 
Normal-g 

 

 
Zero-g  

 
(b) Velocity vectors at Y=3.375m plane 

 
Fig. 6.30 Comparison of the predicted temperature distributions and flow fields  

under normal-g and zero-g conditions at Y=3.375m plane  
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Normal-g (Cmax=4.3 ppm) 

 

 
Zero-g (Cmax=14.1 ppm) 

 
(a) Y=0.85m plane 

 

 
Normal-g (Cmax=0.63 ppm) 

 

 
Zero-g (Cmax=0.828 ppm) 

 
(b) Y=3.375m plane 

 

Fig. 6.31 Comparison of the predicted SF6 distribution under normal-g and zero-g conditions  
at Y=0.85m and Y=3.375m planes 
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Chapter 7 General conclusions and perspective for future study 
 

In this chapter general conclusions from this study are summarized. 
 

 
The long-term objective of the present study is to evaluate the possibility of using numerical simulation by 
way of Computational Fluid Dynamics (CFD) to investigate the ventilation flows and the associated heat 
and mass transfer processes inside a spacecraft cabin under microgravity. The study in this thesis focuses 
mainly on the validation of turbulence models and modeling methods for their capability of correct 
prediction of some general ventilation flow problems often encountered in ventilated space. Simulations 
were carried out for the following ventilation flows: (a) ventilation under isothermal and homogeneous 
conditions; (b) ventilation with internal mass sources (heterogeneous, isothermal) or heat sources 
(homogeneous, non-isothermal) and (c) ventilation with coupled internal heat and mass sources 
(heterogeneous and non-isothermal) and the simulation results were validated against experimental data 
obtained on Earth. 
 
From this study, it can be concluded that numerical simulation can yield reasonable prediction for the 
above ventilation problems, but model validation is necessary. It can be seen that different models have 
different performances (advantages and drawbacks) for different problems; a model which works for one 
case doesn’t necessarily mean that it will work for another case, and it is dangerous to validate the models 
with only 2D cases. More specifically, the following conclusions can be drawn: 
 • When dealing with practical ventilation flows with coupled heat and mass transfer and with 

complicated flow configurations, it seems that the SST k-ω model works better than the other two-
equation turbulence models, it predicts better the recirculation flow and the flow separation which 
are often encountered in ventilated rooms with obstacles, although it works badly for the simple 
2D case (IEA Annex 20 Test Case 2D). This highlights that the model validation with only 2D test 
cases is not sufficient for evaluating the performance of a turbulence model for its ability of 
correctly predicting practical 3D ventilation flows.  • When there are strong recirculations and streamline curvatures in the flows, the RSM model is 
needed for a better prediction.  • LES with the simple Smagorinsky SGS model is able to predict ventilation flows with 
complicated flow features like recirculation, separation etc., and it is very useful for studying 
ventilation flow characteristics. Further tests with non-isothermal cases need to be done to 
evaluate its performance for the prediction of more practical ventilation flows.  • The correct presentation of the air supply devices in the numerical simulation is of vital 
importance for the correct prediction of ventilation flows, thus special attention should be paid for 
the modeling of the air supply devices when carrying out numerical simulation of indoor airflows. • The near wall treatment method is another very important issue for the correct prediction of indoor 
airflows; a validation is also needed to verify if the chosen near-wall treatment method is capable 
of capturing the basic physics of the problem under consideration. • The microgravity environment has considerable influence on the airflow pattern and air 
distribution in a habitat. It can be seen that even at a rather large ventilation rate, i.e., with strong 
forced convection, the predicted air flow pattern, temperature and contaminant distributions still 
have considerable differences under normal-g and zero-g conditions, especially for the regions 
where the flow is slow. It has been demonstrated that once a model is validated for the case under 
consideration, it is very useful to use it to study the airflow and air distribution problems under 
microgravity, and it can show possible problem regions (over-heating or over-pollution etc.) and 
provide useful information for the optimization of airflow design which is very difficult to obtain 
otherwise because in this case a controlled experimental study is very difficult or almost 
impossible to be carried out on Earth. 

 
Further studies are planned to account for the radiative heat transfer in the CFD predictions to more 
realistically represent the heat transfer process especially in a microgravity environment.  
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Appendix 



A-1 

Appendix 1-1 Comparison of predicted mean air speed profiles (RNG k-ε model; full room and half 

room approach) with measurements at the 6 side planes (Z=±0.6m, ±1.2m, ±1.7m;  IEA 

Annex 20 Test Case B2) 
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Fig. A-1-1-1  Y=0.05m (Test Case B2) 
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Fig. A-1-1-2  Y=0.1m (Test Case B2) 
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Fig. A-1-1-3 Y=0.2m (Test Case B2) 
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Fig. A-1-1-4 Y=0.5m (Test Case B2) 
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Fig. A-1-1-5  Y=1.0m (Test Case B2) 
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Fig. A-1-1-6  Y=1.5m (Test Case B2) 
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Fig. A-1-1-7 Y=2.0m (Test Case B2) 
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Fig. A-1-1-8 Y=2.3m (Test Case B2) 
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Fig. A-1-1-9  Y=2.4m (Test Case B2) 
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Fig. A-1-1-10 Y=2.45m (Test Case B2) 
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Fig. A-1-2-1 Y=0.05m (Test Case B3) 
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Fig. A-1-2-2  Y=0.1m (Test Case B3) 
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Fig. A-1-2-3 Y=0.2m (Test Case B3) 
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Fig. A-1-2-4  Y=0.5m (Test Case B3) 
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Fig. A-1-2-5 Y=1.0m (Test Case B3) 
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Fig. A-1-2-6  Y=1.5m (Test Case B3) 
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Fig. A-1-2-7 Y=2.0m (Test Case B3) 
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Fig. A-1-2-8  Y=2.3m (Test Case B3) 
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Fig. A-1-2-9  Y=2.4m (Test Case B3) 
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Fig. A-1-2-10  Y=2.45m (Test Case B3) 
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Appendix 2-1 Comparison of predicted temperature and mean air speed profiles (SST k-ω model; 

full room and half room approach) with measurements (Z=±0.6m, ±1.2m, ±1.7m; IEA 

Annex 20 Test Case E2) 
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Fig. A-2-1-1 X=0.1m, Temperature 
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Fig. A-2-1-2 X=0.6m, Temperature 
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Fig. A-2-1-3 X=1.4m, Temperature 
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Fig. A-2-1-4 X=2.2m, Temperature 
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Fig. A-2-1-5 X=3m, Temperature 
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Fig. A-2-1-6 X=3.6m, Temperature 
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Fig. A-2-1-7 X=0.1m, Temperature 
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Fig. A-2-1-8 X=4.1m, Temperature 
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Fig. A-2-1-9 X=0.1m, Mean Air Speed 
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Fig. A-2-1-10 X=0.6m, Mean Air Speed 
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Fig. A-2-1-11 X=1.4m, Mean Air Speed 
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Fig. A-2-1-12 X=2.2m, Mean Air Speed 
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Fig. A-2-1-13 X=3m, Mean Air Speed 
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Fig. A-2-1-14 X=3.6m, Mean Air Speed 
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Fig. A-2-1-15 X=4m, Mean Air Speed 
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Fig. A-2-1-16 X=4.1m, Mean Air Speed 
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Appendix 2-2 Comparison of predicted temperature and mean air speed profiles with measurements 
at the 6 sides planes (Z=±0.6m, ±1.2m, ±1.7m) (Test Case E3, half room) 
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Fig. A-2-2-1 X=0.1m 
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Fig. A-2-2-2 X=0.6m 
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Fig. A-2-2-3 X=1.4m 
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Fig. A-2-2-4 X=2.2m 
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Fig. A-2-2-5 X=3m 
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Fig. A-2-2-6 X=3.6m 
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Fig. A-2-2-7 X=4m 
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Fig. A-2-2-8 X=4.1m 

 


